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Abstract—This paper proposes an approach to minimize ser-
vice latency in a data center network where erasure-coded files
are stored on distributed disks/racks and access requests are
scattered across the network. Due to limited bandwidth avail-
able at both top-of-the-rack and aggregation switches, network
bandwidth must be apportioned among different intra- and
inter-rack data flows in line with their traffic statistics. We
formulate this problem as weighted queuing and employ a class
of probabilistic request scheduling policies to derive a closed-
form outer-bound of service latency for erasure-coded storage
with arbitrary file access patterns and service time distributions.
The result enables us to propose a joint latency optimization
over three entangled “control knobs”: the bandwidth allocation
at top-of-the-rack and aggregation switches, the probabilities for
scheduling file requests, and the placement of encoded file chunks,
which affects data locality. The joint optimization is shown to be a
mixed-integer problem. We develop an iterative algorithm which
decouples and solves the joint optimization as three sub-problems,
which are either convex or solvable via bipartite matching in
polynomial time. The proposed algorithm is prototyped in an
open-source, distributed file system, Tahoe, and evaluated on a
cloud testbed with 16 separate physical hosts in an OpenStack
cluster. Experiments validate our theoretical latency analysis and
show significant latency reduction for diverse file access patterns.
The results provide valuable insight on designing low-latency data
center networks with erasure-coded storage.

I. INTRODUCTION

Data center storage is growing at an exponential speed and
customers are increasingly demanding more flexibility in the
tradeoffs among the reliability level, performance, and storage
cost. These trends have caused the storage service providers
to start shifting from simple data replication schemes to more
powerful erasure codes, which can provide the same or higher
level of reliability at a significantly lower storage cost. As a
result, the effect of coding on content retrieval latency in data-
center storage system is drawing more attention these days.
Google and Amazon have published that every 500 ms extra
delay means a 1.2% user loss [1]. Data centers often consist
of multiple racks and all the data transfers between racks go
through an aggregation switch, while data transfers within a
rack go through a Top-of-Rack (TOR) switch. With knowledge
of the access patterns of different files, the use of erasure
coding enables a novel latency optimization of data center
storage with respect to placement of erasure coded content
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on different racks and bandwidth reservations at different
switches, which can be optimized jointly to reduce latency.

Exact latency for erasure-coded storage system is an open
problem. Recently, there has been a number of attempts at
finding latency bounds for an erasure-coded storage system
[13], [16], [14], [28], [23]. In this work, we will use a latency
analysis that is based on probabilistic scheduling developed in
[28]. To the best of our knowledge, this is the first analysis
that accounts for multiple files and arbitrary file access patterns
in quantifying service latency. Further, the analysis applies to
general service time distributions by modeling the delay at
each storage node via the latency of M/G/1 queue. Knowing
the exact delay from each storage node, a tight upper bound
on the average service latency could be found by extending
ordered statistic analysis in [36].

We consider a data center storage system with a hierarchical
structure in this work. Each rack has a TOR switch that is
responsible for routing data flows between different disks and
associated storage servers in the rack, while data transfers
between different racks are managed by an aggregation switch
that connects all TOR switches. Multiple client files are stored
distributively using an (𝑛, 𝑘) erasure coding scheme, which
allows each file to be reconstructed from any 𝑘-out-of-𝑛
encoded chunks. We assume that file access requests may
be generated from anywhere inside the data center, e.g., a
virtual machine spun up by a client on any of the racks.
Due to limited bandwidth available at both the TOR and
aggregation switches, a simple First Come First Serve (FCFS)
policy to schedule all file requests falls short on minimizing
service latency, not only because of its inability to differentiate
heterogeneous flows or adapt to varying traffic patterns, but
also due to the entanglement of different file requests. More
precisely, the latency of each file request is determined by
the maximum delay in retrieving 𝑘-out-of-𝑛 encoded chunks.
Without proper coordination in processing each batch of chunk
requests that jointly reconstructs a file, service latency is
dominated by staggering chunk requests with the worst access
delay performance, significantly increasing overall latency in
the data center. To avoid this, bandwidth reservation can be
made for routing traffic among racks [24], [25], [26]. Thus,
we apportion bandwidth among different pairs of racks so that
each pairwise allocated bandwidth has its own FCFS queue for
the data transfer between the corresponding pair of racks. We
jointly optimize bandwidth allocation and data locality (i.e.,
placement of encoded file chunks) to achieve service latency
minimization.

For a given set of pair-wise bandwidth allocations among
racks, and placement of different erasure-coded files in dif-
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ferent racks, we first find an upper bound on average latency
of each file request when accessed from a certain rack. Since
each file is erasure coded with an (𝑛, 𝑘) erasure code, and the
file request needs 𝑘 file chunks rather than the whole file, the
upper bound uses probabilistic scheduling proposed in [28]
to choose different subsets with certain probabilities. These
probabilities (which model load-balancing in scheduling file
requests) can then be optimized to give a tighter upper bound.

Having studied the upper bound of latency for each request,
we consider a joint optimization of average service latency
(weighted by the rate of arrival of requests) over the placement
of contents of each file, the bandwidth reservation between
any pair of racks, and the scheduling probabilities. Knowing
the access pattern of each file from different racks is the key
in having asymmetric bandwidth allocations and placements in
line with the access pattern. To the best of our knowledge, this
is the first latency analysis for an erasure-coded single data-
center storage considering the impact of TOR and aggregation
switches. The joint optimization problem optimizes over the
content placement, bandwidth allocations between pair of
racks, and the access probabilities from different racks for
each request. This optimization is shown to be a mixed-integer
optimization, especially due to the integer constraints for the
content placement. In this work, the latency minimization is
decoupled into 3 sub-problems, two of which are proven to be
convex. We propose an algorithm which iteratively minimizes
service latency over the three engineering degrees of freedom
with guaranteed convergence.

To validate our theoretical analysis and joint latency op-
timization for different tenants, we provide a prototype of
the proposed algorithms in Tahoe [37], which is an open-
source, distributed file system based on the zfec erasure
coding library for fault tolerance. A Tahoe storage system
consisting of 10 racks is deployed on hosts of virtual machines
in an OpenStack-based data center environment, with each
rack hosting 8 storage servers running Tahoe ports. Each
rack has a client node deployed to issue storage requests.
The experimental results show that the proposed algorithm
converges within a reasonable number of iterations. We further
find that the service time distribution is nearly proportional to
the bandwidth of the server, which is an assumption used in
the latency analysis, and implementation results also show that
our proposed approach significantly improved service latency
in storage systems compared to native storage settings of the
testbed.

II. SYSTEM MODEL

We consider a data center consisting of 𝑁 racks, denoted
by 𝒩 = {𝑖 = 1, 2, . . . , 𝑁}, each equipped with 𝑚 homoge-
neous servers that are available for data storage and hosting
application. There is a Top-of-Rack (TOR) switch at each rack
to route intra-rack traffic and an aggregate switch in the data
center that connects all TOR switches for routing inter-rack
traffic. A set of files ℛ = {1, 2, . . . , 𝑅} are stored among
these 𝑚 ∗ 𝑁 servers and are accessed by client applications
running in the data center.

In this paper, we focus on file storage systems that employ
erasure coding to achieve optimal space efficiency, while

Symbol Meaning

𝑁 Number of racks, indexed by 𝑖 = 1, . . . , 𝑁

𝑚 Number of storage servers in each rack

𝑅 Number of files in the system, indexed by 𝑟 = 1, . . . , 𝑅

(𝑛, 𝑘) Erasure code for storing files

𝐵 Total available bandwidth at the aggregate switch

𝑏 Total available bandwidth at each top-of-the-rack switch

𝐵eff
𝑖,𝑗 Effective bandwidth for servicing requests from rack 𝑖 to rack 𝑗

𝑤𝑖,𝑗 Weight for apportioning aggregate switch bandwidth

𝜆𝑖
𝑟 Arrival rate of request for file 𝑟 from rack 𝑖

𝜋𝑟
𝑖,𝑗 Probability of routing rack-𝑖 file-𝑟 request to rack 𝑗

𝑆𝑟 Set of racks for placing encoded chunks of file 𝑟

𝑁𝑖,𝑗 Connection delay for service from rack 𝑖 to rack 𝑗

𝑄𝑖,𝑗 Queuing delay for service from rack 𝑖 to rack 𝑗

𝑇 𝑖
𝑟 Expected latency of a request of file 𝑟 from rack 𝑖

TABLE I: Main notation.

enabling sufficient redundancy for reliability. More precisely,
each file 𝑟 is partitioned into 𝑘 fixed-size chunks and then
encoded using an (𝑛, 𝑘) erasure code to generate 𝑛 chunks of
equal size. The encoded chunks are assigned to and stored on
𝑛 out of 𝑚 ∗𝑁 distinct servers in the data center. While it is
possible to place multiple chunks in the same rack1, we choose
servers in 𝑛 distinct racks to maximize the distribution of
chunks across all racks, which achieves the highest reliability
against rack failures. This is a common practice adopted by
QFS[12], an erasure-coded storage file system that is desgined
to replace HDFS for Map/Reduce processing. For each file 𝑟,
we use 𝒮𝑟 to denote the set of racks selected for placing its
encoded chunks, satisfying 𝒮𝑟 ⊆ 𝒩 and ∣𝒮𝑟∣ = 𝑛. To process
file access requests, an (𝑛, 𝑘) MDS erasure code allows the
file to be reconstructed from any subset of 𝑘-out-of-𝑛 chunks.
Therefore, a file request generated by a client application must
be routed to a subset of 𝑘 racks in 𝒮𝑟. The selection of these 𝑘
racks needs to be determined for each file request and it must
take load balancing into account, so that the access latency is
minimized. We refer to this routing and selection problem as
the request scheduling problem.

There are series of requests generated by applications to
access 𝑅 files. We model the arrival of requests for each file
𝑟 as an independent Poisson process. Let 𝜆𝑖

𝑟 be the rate of file
𝑟 requests that are generated by a client application running
in rack 𝑖. We note that a file 𝑟 request can be generated
from a client application in any of the 𝑁 racks with certain
probabilities ( = 𝜆𝑖

𝑟∑
𝑖 𝜆

𝑖
𝑟

). The overall request arrival for file 𝑟

is a composition of Poisson process with rate 𝜆𝑟 =
∑

𝑖 𝜆
𝑖
𝑟.

1Our results in this paper can be easily extended to the case where multiple
chunks are placed on each rack using the techniques in [28].
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Since solving the optimal request scheduling is still an open
problem for erasure-coded storage [13], [16], [14], [28], we
employ the probabilistic scheduling policy proposed in [28],
which provides a practical solution to the request scheduling
problem as well as an outer bound of service latency. Upon
the arrival of each request, a probabilistic scheduler selects
𝑘-out-of-𝑛 racks in 𝒮𝑟 hosting the file chunks according to
some known probability and route the resulting traffic to the
client application. It is shown that determining the probability
distribution of each 𝑘-out-of-𝑛 combination is equivalent to
solving the marginal probabilities for scheduling requests 𝜆𝑖

𝑟,

𝜋𝑟
𝑖,𝑗 = ℙ[𝑗 ∈ 𝒮𝑟

𝑖 is selected ∣ 𝑘 racks are selected], (1)

under constraints 𝜋𝑟
𝑖,𝑗 ∈ [0, 1] and

∑
𝑗 𝜋

𝑟
𝑖,𝑗 = 𝑘 [28]. Here

𝜋𝑟
𝑖,𝑗 ∈ [0, 1] is the probability of routing a file 𝑟 request from

rack 𝑖 to rack 𝑗. It is easy to see that 𝜋𝑟
𝑖,𝑗 = 0 if no chunk

of file 𝑟 exists on rack 𝑗, i.e., 𝑗 /∈ 𝒮𝑟
𝑖 . Further, constraint∑

𝑗 𝜋
𝑟
𝑖,𝑗 = 𝑘 is due to the fact that 𝑘 distinct racks containing

desired chunks are needed for file reconstruction.
To accommodate various cloud applications with different

bandwidth requirements, we propose a weighted queuing
model to apportion bandwidth available at the TOR and
aggregate switches among different data flows. At each rack 𝑗,
we buffer all incoming requests generated by applications in
rack 𝑖 in a local queue named 𝑞(𝑖, 𝑗). Therefore, each rack 𝑗
manages 𝑁 independent queues, which include 1 queue (i.e.,
𝑞(𝑗, 𝑗)) that manages intra-rack traffic traveling through the
TOR switch and 𝑁 − 1 queues (i.e., 𝑞(𝑖, 𝑗)) that manages
inter-rack traffic to other racks 𝑖 ∕= 𝑗.

Assume the total bi-direction bandwidth at the aggregate
switch is 𝐵, which is apportioned among the 𝑁(𝑁−1) queues
for inter-rack traffic. Let {𝑤𝑖,𝑗 , ∀𝑖 ∕= 𝑗} be a set of 𝑁(𝑁−1)
non-negative weights satisfying

∑
𝑖,𝑗:𝑖∕=𝑗 𝑤𝑖,𝑗 = 1. We assign

to each queue 𝑞(𝑖, 𝑗) a share of 𝐵 that is proportional to {𝑤𝑖,𝑗 ,
i.e., queue 𝑞(𝑖, 𝑗) receives a dedicated service bandwidth 𝐵eff

𝑖,𝑗

on the aggregate switch, i.e.,

𝐵eff
𝑖,𝑗 = 𝐵 ⋅ 𝑤𝑖,𝑗 , ∀𝑖 ∕= 𝑗. (2)

According to our routing model, the same amount of band-
width has to be reserved on the TOR switches of both racks 𝑖
and 𝑗. Then, any remaining bandwidth on the TOR switches
will be available for intra-rack traffic routing. On rack 𝑗, it
is computed by the total TOR bandwidth 𝑏 minus aggregate
incoming and outgoing inter-rack traffic 2, i.e.,

𝐵eff
𝑖,𝑗 = 𝑏−

∑
𝑘:𝑘 ∕=𝑖

𝑤𝑖,𝑘𝐵 −
∑
𝑘:𝑘 ∕=𝑖

𝑤𝑘,𝑖𝐵, ∀𝑖 = 𝑗. (3)

By optimizing 𝑤𝑖,𝑗 , the weighted queuing provides a fair
allocation of data center bandwidth among different data flows
both within and across racks. Bandwidth under-utilization
and congestion can be mitigated because queues with heavy
workload will receive more bandwidth and those with light
workload will get less.

Under the probabilistic scheduling policy, it is easy to see
that requests for file 𝑟 chunk from rack 𝑖 to rack 𝑗 form

2all the analysis and algorithm can be trivially modified depending on
whether the TOR switch is non-blocking and/or duplex

a (decomposed) Poisson process with rate 𝜆𝑖
𝑟𝜋𝑖,𝑗 . Thus, the

aggregate arrival of requests from rack 𝑖 to rack 𝑗 becomes a
(superpositioned) Poisson process with rate

Λ𝑖,𝑗 =
∑
𝑟

𝜆𝑖
𝑟𝜋

𝑟
𝑖,𝑗 . (4)

It implies that the system can be modeled as 𝑁2 M/G/1
queues, where service time per chunk is determined by the
allocation of bandwidth 𝐵 ⋅𝑤𝑖,𝑗 to each queue 𝑞(𝑖, 𝑗) handling
inter-rack traffic or available bandwidth 𝑏𝑗 to 𝑞(𝑗, 𝑗) handling
intra-rack traffic. The service latency for each data flow can
be computed using ordered statistics analysis in [28]. Our goal
in this work is to quantify service latency under this model
and to minimize average service latency for all traffic in the
data center by solving an optimization problem over three
dimensions: placement of encoded file chunks 𝒮𝑟, scheduling
probabilities 𝜋𝑖,𝑗 for load-balancing, and allocation of system
bandwidth through weights 𝑤𝑖,𝑗 .

Fig. 1: System model
Fig. 1 shows our system model with an example file request

generated by rack 1. Due to (5, 3) erasure coding of files,
3 chunks from rack 1, rack 2 and rack 3 are retrieved
respectively. Inter-rack data flows from rack 2 and rack 3
travel through the TOR switches and then are routed via the
aggregate switch, which assigns the requests to 2 weighted
queues with bandwidth 𝐵eff

2,1 = 𝐵 ⋅𝑤2,1, 𝐵eff
3,1 = 𝐵 ⋅𝑤3,1. The

data flows are received by the TOR switch at rack 1 and then
go to the destination server. On the other hand, intra-rack data
flow is routed via the TOR switch of rack 1 only with available
bandwidth 𝐵eff

1,1 = 𝑏−∑
𝑗:𝑗 ∕=1 𝑤1,𝑗𝐵 −

∑
𝑗:𝑗 ∕=1 𝑤𝑗,1𝐵.

III. ANALYZING SERVICE LATENCY FOR DATA REQUESTS

In this section, we will derive an outer bound on the service
latency of a file for each client application running in the
data center. For each chunk request, we consider two latency
components: connection delay N𝑖,𝑗 that includes the overhead
to set up the network connection between client application in
rack 𝑖 and storage server in rack 𝑗 and queuing delay Q𝑖,𝑗

that measures the time a chunk request experiences at the
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bandwidth service queue 𝑞(𝑖, 𝑗), i.e., the time to transfer a
chunk with the allocated network bandwidth. Let 𝑇 𝑟

𝑖 be the
average service latency for accessing file 𝑟 by an application in
rack 𝑖. Due to the use of (𝑛, 𝑘) erasure coding for distributed
storage, each file request is mapped to 𝑘 parallel chunk
requests. The chunk requests are scheduled to 𝑘 different racks
𝒜𝑟

𝑖 ⊂ 𝒮𝑟 storing the desired file chunks. A file is reconstructed
if all 𝑘 = ∣𝒜𝑟

𝑖 ∣ chunks are successfully retrieved, which takes
on average

𝑇 𝑖
𝑟 = 𝔼𝒜𝑟

𝑖
[max
𝑗∈𝒜𝑟

𝑖

(N𝑖,𝑗 +Q𝑖,𝑗)], (5)

where the expectation is taken over set 𝒜𝑟
𝑖 that are randomly

selected with respect to known probabilities 𝜋𝑟
𝑖,𝑗 for all 𝑗 under

the probabilistic scheduling policy.
According to (5), average latency 𝑇 𝑖

𝑟 is given by the highest
order statistic of random delay N𝑖,𝑗 + Q𝑖,𝑗 measured at 𝑘
randomly selected racks 𝒜𝑟

𝑖 . Without relying on any service
time assumptions, we can use the method developed in [28] to
obtain a closed-form upper bound of average latency using first
and second moments of N𝑖,𝑗+Q𝑖,𝑗 . The result is summarized
in Lemma 1.

Lemma 1: (Bound for the random order statistic [28].) For
arbitrary 𝑧 ∈ ℝ, the average service time is bounded by

𝑇 𝑖
𝑟 ≤

⎧⎨
⎩𝑧 +

∑
𝑗∈𝒮𝑟

𝜋𝑟
𝑖,𝑗

2
(𝔼[D𝑖,𝑗 ]− 𝑧)

+
∑
𝑗∈𝒮𝑟

𝜋𝑟
𝑖,𝑗

2

[√
(𝔼[D𝑖,𝑗 ]− 𝑧)2 +Var[D𝑖,𝑗 ]

]⎫⎬
⎭ , (6)

where D𝑖,𝑗 = N𝑖,𝑗 +Q𝑖,𝑗 is the combined delay. The tightest
bound that is obtained by optimal 𝑧 ∈ ℤ is tight in the sense
that there exists a distribution of D𝑖,𝑗 to achieve the bound
with exact equality.

We assume that connection delay N𝑖,𝑗 is independent of
queuing delay Q𝑖,𝑗 . With the proposed system model, the
chunk requests arriving at each queue 𝑞𝑖,𝑗 form a Poison
process with rate Λ𝑖,𝑗 =

∑
𝑟 𝜆

𝑖
𝑟𝜋

𝑟
𝑖,𝑗 . Therefore, each queue

𝑞(𝑖, 𝑗) can be modeled as a M/G/1 queue that processes chunk
requests in an FCFS manner. Due to the fixed chunk size in
our system, we denote X as the standard (random) service
time per chunk when bandwidth 𝐵 is available. We assume
that the service time is inversely proportional to the bandwidth
allocated to 𝑞(𝑖, 𝑗), i.e., 𝐵eff

𝑖,𝑗 . We obtain the distribution of
actual service time X𝑖,𝑗 :

X𝑖,𝑗 ∼ X ⋅𝐵/𝐵eff
𝑖𝑗 , ∀𝑖, 𝑗 (7)

With the service time distributions above, we can derive the
mean and variance of queueing delay Q𝑖,𝑗 using Pollaczek-
Khinchine formula. Let 𝜇 = 𝔼[X], 𝜎2 = Var[X], and Γ𝑡 =
𝔼[X𝑡], be the mean, variance, 𝑡th order moment of X, 𝜂𝑖,𝑗
and 𝜉2𝑖,𝑗 are mean and variance for connection delay N𝑖,𝑗 .
These statistics can be readily available from existing work on
network delay [32], [10] and file-size distribution [34], [33].

Lemma 2: The mean and variance of combined delay D𝑖,𝑗

for any 𝑖, 𝑗 is given by

𝔼[D𝑖,𝑗 ] = 𝜂𝑖,𝑗 +
Λ𝑖,𝑗Γ2𝐵

2

2𝐵eff
𝑖,𝑗 (𝐵

eff
𝑖,𝑗 − Λ𝑖,𝑗𝜇𝐵)

(8)

Var[D𝑖,𝑗 ] = 𝜉2𝑖,𝑗 +
Λ𝑖,𝑗Γ3𝐵

3

3(𝐵eff
𝑖,𝑗 )

2(𝐵eff
𝑖,𝑗 − Λ𝑖,𝑗𝜇𝐵)

+

Λ𝑖,𝑗Γ
2
2𝐵

4

4(𝐵eff
𝑖,𝑗 )

2(𝐵eff
𝑖,𝑗 − Λ𝑖,𝑗𝜇𝐵)2

(9)

where 𝐵eff
𝑖,𝑗 is the effective bandwidth assigned to the queue.

Proof: Consider an M/G/1 queue 𝑞(𝑖, 𝑗) with effective band-
width 𝐵eff

𝑖,𝑗 . Under our system model, its service time per
chunk has distribution X𝑖,𝑗 ∼ X⋅𝐵/𝐵eff

𝑖,𝑗 . Applying Pollaczek-
Khinchine formula [36], we can obtain that:

𝔼[Q𝑖,𝑗 ] =
Λ𝑖,𝑗𝔼[X

2
𝑖,𝑗 ]

2(1− Λ𝑖,𝑗𝔼[X𝑖,𝑗 ])
, (10)

and similarly,

Var[Q𝑖,𝑗 ] =
Λ𝑖,𝑗𝔼[X

3
𝑖,𝑗 ]

3(1− Λ𝑖,𝑗𝔼[X𝑖,𝑗 ])
+

Λ𝑖,𝑗(𝔼[X
2
𝑖,𝑗 ])

2

4(1− Λ𝑖,𝑗𝔼[X𝑖,𝑗 ])2
, (11)

where Λ𝑖,𝑗 =
∑

𝑟 𝜆
𝑖
𝑟𝜋

𝑟
𝑖,𝑗 is the total arrival rate of chunk

requests from rack 𝑖 to rack 𝑗.
Finally, using our service time model and bandwidth al-

location, we recognize that 𝔼[(X𝑖,𝑗)
𝑡] = 𝔼[X𝑡] ⋅ (𝐵/𝐵eff

𝑖,𝑗 )
𝑡.

Plugging this into (10) and (11), we get the mean and variance
for both cases 𝑖 ∕= 𝑗 and 𝑖 = 𝑗. Let 𝜂𝑖,𝑗 = 𝔼[N𝑖,𝑗 ] and
𝜉2𝑖,𝑗 = Var[N𝑖,𝑗 ] be the mean and variance of connection
delay. Since 𝑁𝑖,𝑗 and 𝑄𝑖,𝑗 are independent, we obtain the
mean and variance of delay of queue 𝑞(𝑖, 𝑗) as desired. □

Combining these results, we derive an upper bound for
average service latency 𝑇 𝑟

𝑖 as a function of chunk placement
𝒮𝑟, scheduling probability 𝜋𝑟

𝑖,𝑗 , and bandwidth allocation 𝐵eff
𝑖,𝑗

(which is a function of the bandwidth weights 𝑤𝑖,𝑗 in (2) and
(3)). The main result of our latency analysis is summarized in
the following theorem.

Theorem 1: For arbitrary 𝑧 ∈ ℝ, the expected latency 𝑇 𝑖
𝑟 of

a request of file 𝑟, requested from rack 𝑖 is upper bounded by

𝑇 𝑖
𝑟 ≤ 𝑧 +

∑
𝑗∈𝑆𝑟

[
𝜋𝑟
𝑖,𝑗

2
⋅ 𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 )], (12)

where function 𝑓(𝑧,Λ𝑖,𝑗 , 𝐵
eff
𝑖,𝑗 ) is an auxiliary function de-

pending on aggregate rate Λ𝑖,𝑗 and effective bandwidth 𝐵eff
𝑖,𝑗

of queue 𝑞(𝑖, 𝑗), i.e.,

𝑓(𝑧,Λ𝑖,𝑗 , 𝐵
eff
𝑖,𝑗 ) = 𝐻𝑖,𝑗 +

√
𝐻2

𝑖,𝑗 +𝐺𝑖,𝑗 (13)

𝐻𝑖,𝑗 = 𝜂𝑖,𝑗 +
Λ𝑖,𝑗Γ2𝐵

2

2𝐵eff
𝑖,𝑗 (𝐵

eff
𝑖,𝑗 − Λ𝑖,𝑗𝜇𝐵)

− 𝑧 (14)

𝐺𝑖,𝑗 = 𝜉2𝑖,𝑗 +
Λ𝑖,𝑗Γ3𝐵

3

3(𝐵eff
𝑖,𝑗 )

2(𝐵eff
𝑖,𝑗 − Λ𝑖,𝑗𝜇𝐵)

+
Λ𝑖,𝑗Γ

2
2𝐵

4

4(𝐵eff
𝑖,𝑗 )

2(𝐵eff
𝑖,𝑗 − Λ𝑖,𝑗𝜇𝐵)2

(15)
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IV. JOINT LATENCY MINIMIZATION IN CLOUD

We consider a joint latency minimization problem over 3
design degrees of freedom in managing datacenter traffic:
(i) placement of encoded file chunks {𝒮𝑟} that determines
datacenter traffic locality, (ii) allocation of bandwidth at aggre-
gate/TOR switches through weights {𝑤𝑖,𝑗} that affect chunk
service time for different data flows, and (iii) scheduling prob-
abilities {𝜋𝑟

𝑖,𝑗} for file retrievals that optimize load-balancing
under probabilistic scheduling policy. Let 𝜆all =

∑
𝑖

∑
𝑟 𝜆

𝑖
𝑟 be

the total file request rate in the datacenter. The optimization
objective is to minimize the upper bound on the average
service latency, which is defined by

𝑅∑
𝑟=1

𝑁∑
𝑖=1

𝜆𝑖
𝑟

𝜆all

⎡
⎣𝑧 + ∑

𝑗∈𝑆𝑟

𝜋𝑟
𝑖,𝑗

2
⋅ 𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 )

⎤
⎦

= 𝑧 +
𝑅∑

𝑟=1

𝑁∑
𝑖=1

∑
𝑗∈𝑆𝑟

𝜆𝑖
𝑟𝜋

𝑟
𝑖,𝑗

2𝜆all
𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 )

= 𝑧 +

𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝑅∑
𝑟=1

𝜆𝑖
𝑟𝜋

𝑟
𝑖,𝑗

2𝜆all
𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 )

= 𝑧 +

𝑁∑
𝑖=1

𝑁∑
𝑗=1

Λ𝑖,𝑗

2𝜆all
𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 ). (16)

The second step follows from
∑

𝑟

∑
𝑖 𝜆

𝑖
𝑟 = 𝜆all. In the third

step, we use the condition that 𝜋𝑟
𝑖,𝑗 = 0 for all 𝑗 /∈ 𝑆𝑟 to

extend the limit of summation (because a rack not hosting a
desired file chunk should never be scheduled) and exchange
the order. The last step is due to

∑
𝑟 𝜆

𝑖
𝑟𝜋

𝑟
𝑖,𝑗 = Λ𝑖,𝑗 .

We now define the Joint Latency and Weights Optimization
(JLWO) problem as follows:

min. 𝑧 +

𝑁∑
𝑖=1

𝑁∑
𝑗=1

Λ𝑖,𝑗

2𝜆all
𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 ) (17)

s.t. Λ𝑖,𝑗 =

𝑅∑
𝑟=1

𝜆𝑖
𝑟𝜋

𝑟
𝑖,𝑗 ≤ 𝜇𝑖,𝑗

𝐵eff
𝑖,𝑗

𝐵
, ∀𝑖, 𝑗 (18)

𝑁∑
𝑗=1

𝜋𝑟
𝑖,𝑗 = 𝑘 and 𝜋𝑟

𝑖,𝑗 ∈ [0, 1], ∀𝑖, 𝑗, 𝑟 (19)

∣𝒮𝑟∣ = 𝑛 and 𝜋𝑟
𝑖,𝑗 = 0 ∀𝑗 /∈ 𝒮𝑖, ∀𝑖, 𝑟 (20)

𝑁∑
𝑖=1

∑
𝑗 ∕=𝑖

𝑤𝑖,𝑗 = 1. (21)

𝐵eff
𝑖,𝑗 = 𝑤𝑖,𝑗𝐵, ∀𝑖 ∕= 𝑗 (22)

𝐵eff
𝑖,𝑗 = 𝑏−

∑
𝑖:𝑖∕=𝑗

𝑤𝑖,𝑗𝐵 −
∑
𝑖:𝑖∕=𝑗

𝑤𝑗,𝑖𝐵, ∀𝑖 = 𝑗(23)

var. 𝑧, {𝒮𝑟
𝑖 }, {𝜋𝑟

𝑖,𝑗}, {𝑤𝑖,𝑗}.
Here we minimize service latency bound in Section III over
𝑧 ∈ ℝ to get a tighter upper bound. Feasibility of Problem
JLWO is ensured by (18), which requires arrival rate to be
no greater than chunk service rate received by each queue.
Encoded chunks of each file are placed on a set 𝒮𝑖 of servers
in (20), and each file request is mapped to 𝑘 chunk requests
and processed by 𝑘 servers in 𝒮𝑖 with probabilities 𝜋𝑟

𝑖,𝑗 in

(19). Finally, weights 𝑤𝑖,𝑗 should add up to 1 so there is no
bandwidth left unutilized. Bandwidth assigned to each queue
𝐵eff

𝑖,𝑗 is determined by our allocaiton policy in (2) and (3).
Problem JLWO is a mixed-integer optimization and hard

to compute in general. In this work, we develop an iterative
optimization algorithm that alternates among the 3 optimiza-
tion dimension of problem JLWO and solves each sub-problem
repeatedly to generate a sequence of monotonically decreasing
objective values. To introduce the proposed algorithm, we first
recognize that Problem JLWO is convex in either {𝜋𝑟

𝑖,𝑗} or
{𝑤𝑖,𝑗} when all other variables are fixed, respectively.

Lemma 3: (Convexity of the scheduling sub-problem [28].)
When {𝑧, 𝑤𝑖,𝑗 , 𝑆𝑟} are fixed, Problem JLWO is a convex
optimization over probabilities {𝜋𝑟

𝑖,𝑗}.
Proof: The proof is straightforward due to the convexity of
Λ𝑖,𝑗𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 ) over Λ𝑖,𝑗 (which is a linear combination

of {𝜋𝑟
𝑖,𝑗}) as shown in [28], and the fact that all constraints are

linear with respect to 𝜋𝑟
𝑖,𝑗 . □

Lemma 4: (Convexity of the bandwidth allocation sub-
problem.) When {𝑧, 𝜋𝑟

𝑖,𝑗 , 𝑆𝑟} are fixed, Problem JLWO is a
convex optimization over weights {𝑤𝑖,𝑗}.
Proof: Since all constraints in Problem JLWO are linear with
respect to weights {𝑤𝑖,𝑗}, we only need to show that the
optimization objective 𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 ) is convex in {𝑤𝑖,𝑗} with

other variables fixed. Notice that effective bandwidth 𝐵eff
𝑖,𝑗 ) is

a linear function of the bandwidth allocation weights {𝑤𝑖,𝑗}
for both inter-rack traffic queues (22) and intra-rack traffic
queues (23). Therefore, 𝑓(𝑧,Λ𝑖,𝑗 , 𝐵

eff
𝑖,𝑗 ) is convex in {𝑤𝑖,𝑗} if

it is convex in 𝐵eff
𝑖,𝑗 ).

Toward this end, we consider 𝑓(𝑧,Λ𝑖,𝑗 , 𝐵
eff
𝑖,𝑗 ) = 𝐻𝑖,𝑗 +√

𝐻2
𝑖,𝑗 +𝐺𝑖,𝑗 given in (13), (14) and (15). We find the second

order derivatives of 𝐻𝑖,𝑗 with respect to 𝐵eff
𝑖,𝑗 ):

∂2𝐻𝑖,𝑗

𝑑𝑤2
𝑖,𝑗

=
Λ𝑖,𝑗Γ2(3𝑤

2
𝑖,𝑗 − 3Λ𝑖,𝑗𝜇𝑤𝑖,𝑗 − 1)

𝑤3
𝑖,𝑗(𝑤𝑖,𝑗 − Λ𝑖,𝑗𝜇)3

(24)

which is positive as long as 1−Λ𝑖,𝑗𝜇/𝑤𝑖,𝑗 > 0. This is indeed
true because 𝜌 = Λ𝑖,𝑗𝜇/𝑤𝑖,𝑗 < 1 in M/G/1 queues. Thus, 𝐻𝑖,𝑗

is convex in 𝐵eff
𝑖,𝑗 ). Next, considering 𝐺𝑖,𝑗 we have

∂2𝐺𝑖,𝑗

𝑑𝑤2
𝑖,𝑗

=
𝑝𝑤3

𝑖,𝑗 + 𝑞𝑤2
𝑖,𝑗 + 𝑠𝑤𝑖,𝑗 + 𝑡

6𝑤4
𝑖,𝑗(𝑤𝑖,𝑗 − Λ𝑖,𝑗𝜇)4

(25)

where the auxiliary variables are given by where we have:

𝑝 = 24Λ𝑖,𝑗Γ3

𝑞 = 2Λ𝑖,𝑗(15Γ
2
2 − 28Λ𝑖,𝑗𝜇Γ3)

𝑠 = 2Λ2
𝑖,𝑗𝜇(22Λ𝑖,𝑗𝜇Γ3 − 15Γ2

2)

𝑡 = 3Λ3
𝑖,𝑗𝜇

2(3Γ2
2 − 4Λ𝑖,𝑗𝜇Γ3)

which give out the solution for 𝑝𝑤3
𝑖,𝑗 + 𝑞𝑤2

𝑖,𝑗 + 𝑠𝑤𝑖,𝑗 + 𝑡 as
𝑤𝑖,𝑗 > Λ𝑖,𝑗𝜇, which is equivalent to 1 − Λ𝑖,𝑗𝜇/𝑤𝑖,𝑗 > 0,
which has been approved earlier. Thus 𝐺𝑖,𝑗 is also convex in
𝐵eff

𝑖,𝑗 ).
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Finally, to prove that 𝑓 = 𝐻𝑖,𝑗 +
√
𝐻2

𝑖,𝑗 +𝐺𝑖,𝑗 is convex

in 𝐵eff
𝑖,𝑗 ), we notice that 𝑓 is convex in 𝐻𝑖,𝑗 and 𝐺𝑖,𝑗 because

its Hessian matrix is positive semi-definite, i.e.,

∇2𝑓 =
1

2
(
𝐻2

𝑖,𝑗 +𝐺𝑖,𝑗

) 3
2

⋅
[
𝐻2

𝑖,𝑗 𝐻𝑖,𝑗

𝐻𝑖,𝑗 1

]
ર 0.

Since 𝑓 is increasing and convex in 𝐻𝑖,𝑗 and 𝐺𝑖,𝑗 , and 𝐻𝑖,𝑗

and 𝐺𝑖,𝑗 are both convex in 𝐵eff
𝑖,𝑗 ), we conclude that their

composition 𝑓(𝑧,Λ𝑖,𝑗 , 𝐵
eff
𝑖,𝑗 ) is also convex in 𝐵eff

𝑖,𝑗 ). This
completes the proof. □

Next, we consider the placement sub-problem that mini-
mizes average latency over {𝑆𝑟} for fixed {𝑧, 𝜋𝑟

𝑖,𝑗 , 𝑤𝑖,𝑗}. In
this problem, for each file 𝑟 we permute the set of racks that
contain each file 𝑟 to have a new placement 𝑆′𝑟 = {𝛽(𝑗). ∀𝑗 ∈
𝑆𝑟} where 𝛽(𝑗) ∈ 𝒩 is a permutation. The new probability
of accessing file 𝑟 from rack 𝛽(𝑗) when client is at rack 𝑖
becomes 𝜋𝑟

𝑖,𝛽𝑗 . Our objective is to find such a permutation that
minimizes the average service latency, which can be solved via
a matching problem between the set of scheduling probabilities
{𝜋𝑟

𝑖,𝑗 , ∀𝑖} and racks, with respect to their load excluding the
contribution of file 𝑟. Let Λ−𝑟

𝑖,𝑗 = Λ𝑖,𝑗 − 𝜆𝑖
𝑟𝜋

𝑟
𝑖,𝑗 be the total

request rate between racks 𝑖 and 𝑗 excluding the contribution
of file 𝑟. We define a complete bipartite graph 𝒢𝑟 = (𝒰 ,𝒱, ℰ)
with disjoint vertex sets 𝒰 ,𝒱 of equal size 𝑁 and edge weights
given by

𝐷𝑗𝑘 =

𝑁∑
𝑖=1

Λ−𝑟
𝑖,𝑗 + 𝜆𝑖

𝑟𝜋
𝑟
𝑖𝑘

𝜆all
𝑓(𝑧,Λ−𝑟

𝑖,𝑗 + 𝜆𝑖
𝑟𝜋

𝑟
𝑖𝑘, 𝑤𝑖,𝑗), ∀𝑗, 𝑘. (26)

It is easy to see that a minimum-weight matching on 𝒢𝑟 finds
𝛽(𝑗) ∀𝑗 to minimize

𝑁∑
𝑗=1

𝐷𝑗𝛽(𝑗) =

𝑁∑
𝑗=1

𝑁∑
𝑖=1

Λ−𝑟
𝑖,𝑗 + 𝜆𝑖

𝑟𝜋
𝑟
𝑖,𝛽(𝑗)

𝜆all
𝑓(𝑧,Λ−𝑟

𝑖,𝑗 + 𝜆𝑖
𝑟𝜋

𝑟
𝑖,𝛽(𝑗), 𝑤𝑖,𝑗),

which is exactly the optimization objective of Problem JLWO
if a chunk request is scheduled with probability 𝜋𝑟

𝑖,𝛽(𝑗) to a
rack with existing load Λ−𝑟

𝑖,𝑗 .

Lemma 5: (Bipartite matching equivalence of the placement
sub-problem.) When {𝑧, 𝜋𝑟

𝑖,𝑗 , 𝑤𝑖,𝑗} are fixed, the optimization
of Problem JLWO over placement variables 𝑆𝑟 is equivalent
to a balanced Bipartite matching problem of size 𝑁 .

Our proposed algorithm that solves the 3 sub-problems
interactively is summarized in Algorithm JLMO. It generates
a sequence of monotonically decreasing objective values and
therefore is guaranteed to converge. Notice that scheduling and
bandwidth allocation sub-problems as well as the minimization
over 𝑧 are convex and can be efficiently computed by any off-
the-shelf convex solvers, e.g., MOSEK [29]. The placement
sub-problem is a balanced bipartite matching that can be
solved by Hungarian algorithm [30] in polynomial time.

Theorem 2: The proposed algorithm generates a sequence of
monotonically decreasing objective values and is guaranteed
to converge to a fixed point of Problem JLMO.

Algorithm JLWO :

Initialize 𝑡 = 0, 𝜖 > 0.
Initialize feasible {𝑧(0), 𝜋𝑟

𝑖,𝑗(0), 𝑆𝑟(0)}.
while 𝑂(𝑡)−𝑂(𝑡− 1) > 𝜖

// Solve bandwidth allocation for given {𝑧(𝑡), 𝜋𝑟
𝑖,𝑗(𝑡), 𝑆𝑟(𝑡)}

𝑤𝑖,𝑗(𝑡 + 1) = argmin
𝑤𝑖,𝑗

(17) s.t. (18), (21), (22), (23).

// Solve scheduling for given {𝑧(𝑡), 𝑆𝑟(𝑡), 𝑤𝑖,𝑗(𝑡 + 1)}
𝜋𝑖,𝑗(𝑡 + 1) = argmin

𝜋𝑟
𝑖,𝑗

(17) s.t. (18), (19).

// Solve placement for given {𝑧(𝑡), 𝑤𝑖,𝑗(𝑡 + 1), 𝜋𝑟
𝑖,𝑗(𝑡 + 1)}

for 𝑟 = 1, . . . , 𝑅

Calculate Λ−𝑟
𝑖,𝑗 using {𝜋𝑟

𝑖,𝑗(𝑡 + 1)}.
Calculate 𝐷𝑗𝑘 from (26).
(𝛽(𝑗)∀𝑗 ∈ 𝒩 )=𝐻𝑢𝑛𝑔𝑎𝑟𝑖𝑎𝑛 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚({𝐷𝑗𝑘}).
Update 𝜋𝑟

𝑖,𝛽(𝑗)
(𝑡 + 1) = 𝜋𝑟

𝑖,𝑗(𝑡) ∀𝑖, 𝑗.
Initialize 𝑆𝑟(𝑡 + 1) = {}.
for 𝑗 = 1, . . . , 𝑁

if ∃𝑖 s.t. 𝜋𝑟
𝑖,𝑗(𝑡 + 1) > 0

Update 𝑆𝑡(𝑡 + 1) = 𝑆𝑟(𝑡 + 1) ∪ {𝑗}.
end if

end for
end for max

𝑥
// Update bound for given {𝑤𝑖,𝑗(𝑡 + 1), 𝜋𝑟

𝑖,𝑗(𝑡 + 1), 𝑆𝑟(𝑡 + 1)}
𝑧(𝑡 + 1) = argmin

𝑧∈ℝ
. (17).

Update objective value 𝐵(𝑡+1)=(17).
Update 𝑡 = 𝑡 + 1.

end while
Output: {𝒮𝑟(𝑡), 𝜋𝑖,𝑗𝑟

(𝑡), 𝑤𝑖,𝑗(𝑡)}

V. IMPLEMENTATION AND EVALUATION

A. Tahoe Testbed

To validate the queuing model in our single data-center sys-
tem model and evaluate the performance, we implemented the
algorithms in Tahoe [37], which is an open-source, distributed
file-system based on the zfec erasure coding library. It provides
three special instances of a generic node: (a) Tahoe Introducer:
it keeps track of a collection of storage servers and clients and
introduces them to each other. (b) Tahoe Storage Server: it
exposes attached storage to external clients and stores erasure-
coded shares. (c) Tahoe Client: it processes upload/download
requests and connects to storage servers through a Web-based
REST API and the Tahoe-LAFS (Least-Authority File System)
storage protocol over SSL.

Our experiment is done on a Tahoe testbed that consists of
16 separate physical hosts in an Openstack cluster, 10 out of
which have been used by our experiment. We simulated each
host as a rack in the cluster. Each host has 4 VM instances,
and each instance runs 2 Tahoe service ports, i.e., simulated as
Tahoe storage servers in the racks. We effectively simulated an
Openstack cluster with 10 racks and 8 Tahoe storage servers
on each rack. The cluster uses a Cisco Catalyst 4948 switch,
which has 48 ports. Each port supports non-blocking, 1Gbps
bandwidth in the full duplex mode. The weighted-queuing
model is supposed to have 𝑁(𝑁 − 1) = 90 queues for
inter-rack traffic at the aggregate switch; however, bandwidth
reservation through ports of the switch is not possible since
the Cisco switch does not support the OpenFlow protocol, so
we made pairwise bandwidth reservations (using a bandwidth
control tool from our Cloud QoS platform) between different
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Fig. 2: Our Tahoe testbed with ten racks and each has 8 Tahoe
storage servers

Tahoe Clients and Tahoe storage servers. The Tahoe introducer
node resides on rack 1 and each rack has a client node with
multiple tahoe ports to simulate multiple clients to initiate file
requests coming from rack 𝑖. Our Tahoe testbed is shown in
Fig 2.

Tahoe is an erasure-coded distributed storage system with
some unique properties that make it suitable for storage
system experiments. In Tahoe, each file is encrypted, and
is then broken into a set of segments, where each segment
consists of 𝑘 blocks. Each segment is then erasure-coded to
produce 𝑛 blocks (using an (𝑛, 𝑘) encoding scheme) and then
distributed to (ideally) 𝑛 storage servers regardless of their
server placement, whether in the same rack or not. The set of
blocks on each storage server constitute a chunk. Thus, the file
equivalently consists of 𝑘 chunks which are encoded into 𝑛
chunks and each chunk consists of multiple blocks3. For chunk
placement, the Tahoe client randomly selects a set of available
storage servers with enough storage space to store 𝑛 chunks.
For server selection during file retrievals, the client first asks
all known servers for the storage chunks they might have,
again regardless of which racks the servers reside in. Once it
knows where to find the needed k chunks (from among the
fastest servers with a pseudo-random algorithm), it downloads
at least the first segment from those servers. This means that
it tends to download chunks from the “fastest” servers purely
based on round-trip times (RTT). However, we consider RTT
plus expected queuing delay and transfer delay as a measure
of latency.

We had to make several changes in Tahoe in order to
conduct our experiments. First, we need to have the number
of racks 𝑁 ≥ 𝑛 in order to meet the system requirement that
each rack can have at most one chunk of the original file. In
addition, since Tahoe has its own rules for chunk placement
and request scheduling, while our experiment requires client-

3If there are not enough servers, Tahoe will store multiple chunks on one
sever. Also, the term “chunk” we used in this paper is equivalent to the
term “share” in Tahoe terminology. The number of blocks in each chunk is
equivalent to the number of segments in each file.

defined chunk placement in different racks, and also with
our server selection algorithms in order to minimize joint
latency, we modified the upload and download modules in
the Tahoe storage server and client to allow for customized
and explicit server selection for both chunk placement and
retrieval, which is specified in the configuration file that is
read by the client when it starts. Finally, Tahoe performance
suffers from its single-threaded design on the client side; we
had to use multiple clients (multiple threads on one client
node) in each rack with separate ports to improve parallelism
and bandwidth usage during our experiments.

B. Basic Experiment Setup

We use (7,4) erasure code in the Tahoe testbed we in-
troduced above throughout the experiments described in the
implementation section. The algorithm first calculates the
optimal chunk placement through different racks, which will
be set up in the client configuration file for each write request.
File retrieval request scheduling and weight assignment deci-
sions for inter-rack traffic also comes from Algorithm JLWO.
The system calls a bandwidth reservation tool to reserve the
assigned bandwidth 𝐵𝑤𝑖,𝑗 based on optimal weights of each
inter-rack pair, where total bandwidth capacity at the aggregate
switch is 96 Gbps, 48 ports with 1Gbps in each direction
since we are simulating host machines as racks and VM’s as
storage servers. Intra-rack bandwidth as measured from iPerf
measurement is 706Mbps, disk read bandwidth for sequential
workload is 386 Mbps, and write bandwidth is 118 Mbps.
Requests are generated based on arrival rates at each rack and
submited from client nodes at all racks.

C. Experiments and Evaluation

Convergence of Algorithm. We implemented Algorithm
JLWO using MOSEK, a commercial optimization solver. With
10 racks and 8 simulated distributed storage servers on each
rack, there are a total of 80 Tahoe servers in our testbed.
Figure 3 demonstrates the convergence of our algorithms,
which optimizes the latency of all requests coming from
different racks for the weighted queuing model at the aggregate
switch: chunk placement 𝒮𝑖, load balancing 𝜋𝑖,𝑗 and band-
width weights distribution 𝑤𝑖,𝑗 (for weighted queuing model).
The JLCM algorithm, which has been applied as part of our
JLWO algorithm, was proven to converge in Theorem 2 of
[28]. In this paper, we see the convergence of the proposed
optimized queuing algorithms in Fig. 3. By performing sim-
ilar speedup techniques as in [28], our algorithms for the
two models efficiently solve the optimization problem with
𝑟 = 500 files at each of the 10 racks. It is observed that
the normalized objective converges within 172 iterations for a
tolerance 𝜖 = 0.01, where each iteration has an average run
time of 1.38 sec, when running on an 8-core, 64-X86 machine,
therefore the algorithm converges within 3.89 min on average
from observation. To achieve dynamic file management, our
optimization algorithm can be executed repeatedly upon file
arrivals and departures.

Validate Experiment Setup. While our service delay bound
applies to arbitrary distribution and works for systems hosting
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Fig. 3: Convergence of Algorithm JLWO with r=1000 requests
for heterogeneous files from each rack on our 80-node testbed.
Algorithm JLWO efficiently compute the solution in 172 iterations.

Fig. 4: Actual service time distribution of chunk retrieval
through intra-rack and inter-rack traffic for weighted queuing;
each of them has 1000 files of size 100𝑀𝐵 using erasure code
(7,4) with the aggregate request arrival rate set to 𝜆𝑖 = 0.25
/sec in each model

Fig. 5: Comparison of average latency with different access
patterns. Experiment is set up for 100 heterogeneous files, each
with 10 requests. The figure shows the percentage that these 1000
requests are concentrated on the same rack. Aggregate arrival
rate 0.25/sec, file size 200M. Latency improved significantly with
weighted queuing. Analytic bound for both cases tightly follows
actual latency as well.

Fig. 6: Evaluation of different file sizes in the weighted queuing
model. Aggregate rate 0.25/sec. Compared with Tahoe’s built-
in upload/download algorithm, our algorithm provides relatively
lower latency with heterogeneous file sizes. Latency increases as
file size increases. Our analytic latency bound taking both network
and queuing delay into account tightly follows actual service
latency.

any number of files, we first run an experiment to understand
actual service time distribution for both intra-rack and inter-
rack retrieval in weighted queuing models on our testbed,
(intra-rack traffic has a weight of 1, i.e., receives full intra-
rack bandwidth). We uploaded 𝑟 = 1000 files of size 100𝑀𝐵
file using a (7, 4) erasure code from the client at each rack
based on the algorithm output of 𝑆𝑖. Inter-rack bandwidth was
reserved based on the weights output from the algorithm. We
then initiated 1000 file retrieval requests (each request for a
unique file) from the clients distributed in the data center,
using the algorithm output 𝜋𝑖,𝑗 for retrieval request scheduling
with the same erasure code. The experiment has 1000 file
requests in total (for 10 racks), with an aggregate request
arrival rate of 0.25/sec for clients at all racks and requests
are evenly distributed across the racks. Based on the optimal
sets for retrieving chunks of each file request provided by our
algorithm, we get measurements of service time for the for
both inter-rack and intra-rack processes. The average inter-

rack bandwidth over all racks is 514 Mbps and the intra/inter-
rack bandwidth ratio is 840𝑀𝑏𝑝𝑠/514𝑀𝑏𝑝𝑠 = 1.635. Figure
4 depicts the Cumulative Distribution Function (CDF) of the
chunk service time for both intra-rack and inter-rack traffic.
We note that intra-rack requests have a mean chunk service
time of 26 sec and inter-rack chunk requests have a mean
chunk service time of 40 sec, which is a ratio of 1.538 which
is very close to the bandwidth ratio of 1.635. This means the
chunk service time is nearly proportional to the bandwidth
reservation on inter/intra-rack traffic.

Validate algorithms and joint optimization. In order
to validate that Algorithm JLWO works for our system
model (with weighted queuing model for inter-rack traffic at
the switch), we compare our weighted queuing model with
Tahoe’s native upload/download method without weighted
queuing in the cases of different access patterns. In this
experiment, we have 100 files of the same file size 200MB,
and aggregate arrival rate is 0.25/sec. Each file has 50 requests
coming from different racks, and we are measuring latency
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Fig. 7: Evaluation of different request arrival rate in weighted queu-
ing. File size 200M. Compared with Tahoe’s built-in upload/download
algorithm, our algorithm provides relatively lower latency with het-
erogeneous request arrival rates. Latency increases as requests arrive
more frequently. Our analytic latency bound taking both network and
queuing delay into account tightly follows actual service latency for
both classes.

for the following access patterns: 100% concentration means
100% of the 50×100 requests concentrate on one of the racks.
Similarly, 80% or 50% concentration means 80% or 50% of
the total requests of each file come from one rack, the rest
of the requests spread uniformly among other racks. Uniform
access means that for each file, the 50×100 requests are
uniformly distributed across the racks. We compare average
latency for these requests for each case of the access pat-
terns when we applied the queuing model with and without
weighted queuing.

As shown in Fig 5, experimental results indicate that our
weighted queuing model can effectively mitigate the long la-
tency due to congestion at one rack as compared with Tahoe’s
native method. For example, when the request concentration
level is 100%, weighted queuing improves average latency by
32%, and when concentration level is 80%, the improvement
is 27%, as compared to the 24% improvement provided by
50% concentration and 21% by the uniform distribution. We
can see that this improvement in average latency increases as
the requests become more concentrated, while in this case with
our weighted queuing and the optimal chunk placement and re-
trieval scheduling, we see more weights allocated to the queues
that have much heavier traffic than others. Optimal weight
allocation allows us to utilize bandwidth more efficiently and
reduce overall latency. We also calculated our analytic bound
of average latency when the above access patterns are applied,
from the figure we can also see that our analytic bound is tight
enough to follow the actual average latency.

Evaluate the performance of our solution To demonstrate
the effectiveness of our algorithms, we vary file size in the
experiments from 50MB to 250MB with an aggregate request
arrival rate for all files at 0.25/sec. We assume uniform random
access, i.e., each file will be uniformly accessed from ten
racks in the data center with a certain request arrival rate.
Upload/download server selection is based on the algorithm

output 𝑆𝑖/𝜋𝑖,𝑗 , and bandwidth reserved according to output
𝑤𝑖,𝑗 from the optimization. Then we submit 𝑟 = 1000 requests
from the clients distributed among the racks. We also run
experiments with the same settings without weighted queuing,
i.e., using Tahoe’s upload/download policy we introduced in
the beginning of this section. Results in Fig 6 show that
although Tahoe is using load balancing for dispatching file
requests, our algorithm still improves the average latency of
requests over all racks significantly. For instance, weighted
queuing has a 22% improvement on average for the 5 sample
file sizes in this experiment. Latency increases as requested file
size increases when arrival rates are set to be the same. Since
larger file size means longer service time, it increases queuing
delay and thus average latency. We also observe that our
analytic latency bound follows actual average service latency
in this experiment. We note that the actual service latency
involves other aspects of delay beyond queuing delay, and the
results show that optimizing the metric of the proposed latency
upper bound improves the actual latency with the queuing
models.

Similarly, we vary the aggregate arrival rate at each rack
from 0.25/sec to 0.45/sec. This time we fix all file requests
for file size 200MB. In this experiment we also compare our
weighted queuing model with Tahoe’s built-in up/download
scheme without weights-reserved bandwidth allocation. We as-
sume uniform access as before. For weighted queuing model,
we use optimized server selection for upload and download for
each file request, and optimal bandwidth reservation from Al-
gorithm JLWO. Clients across the data center submit 𝑟 = 1000
requests with an aggregate arrival rate varying from 0.25/sec
to 0.45/sec. From Fig 7 we can see that our algorithm
outperforms Tahoe in terms of average latency in this case
as well. The proposed algorithm has an average improvement
of 24% in latency. Further, as the arrival rate increases and
there is more contention at the queues, this improvement
becomes more significant. Thus our algorithm can mitigate
traffic contention and reduce latency very efficiently compared
to Tahoe’s native access policy. In both the cases, the average
latency increases as the request arrival at each rack increases
since waiting time increases with the workload.

VI. CONCLUSIONS

This paper proposes an optimized erasure-coded single data
center storage solution. The mean latency of all file requests
is jointly optimized over the placement of erasure-coded file
chunks and the scheduling of file access requests, as well
as the bandwidth reservation at different switches. With the
knowledge of the file-access patterns, the proposed solution
significantly reduces average latency. In conclusion, this paper
demonstrates that knowing the access probabilities of different
files from different racks can lead to an efficient optimization
of erasure-coded storage, that works significantly better as
compared to a storage solution which ignores the file access
patterns.
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