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Abstract—The rapid growth of computing capabilities at network edge calls for efficient management frameworks that not only considers placing hot data on edge storage for best accessibility and performance, but also makes optimal utilization of edge storage space. In this paper, we solve a joint optimization problem by exploiting both data popularity (for optimal data access performance) and data similarity (for optimal storage space efficiency). We show that the proposed optimization is NP-hard and develop a \( 2^{2^\epsilon} - 1 + \epsilon \)-approximation algorithm by (i) making novel use of \( \delta \)-similarity graph to capture pairwise data similarity and (ii) leveraging the \( k \)-MST algorithm to solve a Prize Collecting Steiner Tree problem on the graph. The proposed algorithm is prototyped using an open-source distributed storage system, Cassandra. We evaluate its performance extensively on a real-world testbed and with respect to real-world IoT datasets. The algorithm is shown to achieve over 55\% higher edge service rate and reduces request response time by about 30\%.

I. INTRODUCTION

As data processing capabilities rapidly shift toward network edge in the era of edge computing, efficient management of edge storage becomes important, especially under explosive growth of Internet of Things (IoT) data. Placing hot data (i.e., popular files with frequent requests) at network edge helps increasing performance of edge applications by making hot data locally accessible, while partitioning similar files with high redundancy into the same storage tier helps improving space efficiency. These two optimizations are traditionally carried out separately, yet they are clearly coupled and need to be solved jointly to yield the best management policy. We tackle this combinatorial problem of joint optimization, and develop a novel approximation algorithm with provable performance guarantee.

Edge storage needs novel optimization for both performance and space efficiency. It is predicted that 45\% of IoT-created data will be stored, processed, and acted upon at the edge of the network[1]. Modern storage systems often employ deduplication [2], [3], [4], [5], [6], [7] to substantially reduce data redundancy, e.g., for up to 70\% in multimedia and traffic IoT data [8], [9]. It has recently been applied to distributed and edge systems in [3], [6]. However, these solutions only take space efficiency into account and are oblivious of data popularity and future request rates, which may vary significantly in practice. On the other hand, caching hot data at network edge have been well studied to optimize various performance objectives such as hit ratio, throughput and congestion [10], [11], [12], [13]. They aim to improve system performance but not necessarily achieves good space efficiency which is crucial for limited edge storage. Previous work has investigated how to place hot data at network edge, or select similar files for space efficiency through deduplication, but not both. Optimizing on any one dimension alone is too restrictive. Yet it remains unclear how to optimally select data that are not only popular but also amenable for space efficiency. Our paper is driven by this question.

In this paper, we propose a novel solution, HotDedup, which focuses on optimizing edge storage by exploiting both data popularity (for optimal data access performance) and similarity (for optimal storage space efficiency). The motivation of our problem is illustrated in Figure 1. Consider 5 files that are divided into fixed size chunks and have different request rates \( \lambda_1 \), and a distributed edge storage with a capacity of 4 chunks. To optimize the space efficiency, we can store a maximum number of 3 files \( \{F_1, F_2, F_3\} \) (with a total number of 4 unique chunks after deduplication) in edge storage, whereas another policy giving higher priority to more popular (hotter) files would place only \( F_3 \) in edge storage. However, both these two solutions only serve 4 or 5 out of 13 requests per second from the network edge, i.e., \( \lambda_1 + \lambda_2 + \lambda_3 = 4 \) and \( \lambda_3 = 5 \), while the remaining requests must be served by the remote cloud. We show that an optimal solution of placing \( \{F_1, F_4\} \) on network edge can serve the maximum of \( \lambda_1 + \lambda_4 = 6 \) requests, thus achieving both space efficiency and best performance.

While exploiting both degrees of freedom is undoubtedly appealing, it also presents great technical challenge. It is easy to see that even without deduplication, the problem of maximizing edge service rate (defined as the total request rate served by edge storage) under edge capacity constraint
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is equivalent to the knapsack problem, which is known to be NP-hard. However, the use of deduplication further introduces a combinatorial constraint, since in order to find the best partition of files, the deduplicated storage size must be measured on every possible subset of files, yet with no closed-form characterization available. In this paper, we propose a $2[2\Gamma] - 1 + \epsilon$-approximation algorithm for the problem, where $\Gamma$ is the storage capacity divided by actual storage usage (Section V). Our solution leverages two key ideas: First, for any set of files, the storage space requirement after deduplication can be effectively approximated through a $\delta$-similarity graph $G = \{V, E\}$, in which each vertex represents a file $F_i$, and an edge weight between vertices $i$ to $j$ measures the number of common chunks shared by $F_i$ and $F_j$ (i.e., capturing pairwise file similarity). Second, we note that the partitioning problem now on $\delta$-similarity graph is closely related to a class of problems known as the Quota version of the Prize Collecting Steiner Tree problem [14]. To this end, we make novel use of the $k$-Minimum-Spanning-Tree ($k$-MST) algorithm [15] to iteratively compute an optimal solution. The approximation ratio of our proposed algorithm is derived in closed form. The performance is evaluated using prototype implementation and real-world IoT datasets.

Our contributions are as follows:

- To manage hot data storage at network edge, we formalize a joint optimization problem to maximize edge service rate and storage space efficiency with deduplication. The problem is shown to be NP-hard.
- We propose a $2[2\Gamma] - 1 + \epsilon$-approximation algorithm by making novel use of $\delta$-similarity graph to capture pairwise file similarity and leveraging $k$-MST to solve a Prize Collecting Steiner Tree problem on the graph.
- The proposed algorithm is prototyped using a distributed storage system, Cassandra, and evaluated with real-world IoT datasets. It achieves over 55% higher edge service rate and reduces request response time by about 30%.

II. RELATED WORK

IoT data such as multimedia and traffic video sequences have high similarities due to their temporal and/or geographical correlation, which could result in more than 70% redundancy [8], [9]. Space-efficient mechanisms for managing IoT data include clustering algorithms based on data similarity that could save 55% storage space and improve system resource utilization [2], and methods leveraging temporal/geographical pattern in IoT time series data [3]. The notion of clustered deduplication [5], [4] has also been considered in general cloud storage, where systems like HYDRAstор [5] perform coarse-grained deduplication with larger chunk size and then distribute the data using DHTs or load balancers to multiple servers that perform more fine-grained deduplication. However, these work mainly focus on improving space efficiency with deduplication, while not taking into account data popularity in edge processing.

Caching hot data at network edge have been well studied to optimize the hit ratio of data requests. A lazy eviction cache algorithm for cloud block storage is proposed in [10] to efficiently mitigate large reuse distances in cache blocks. Cache replacement policies for maximizing hit ratio or total throughput under the uncertainty of data arrivals are considered in [11], [12], [13], by considering peak hour characteristics [11], estimating the distribution and characteristics of Web proxy traces [12], and incorporating data locality to optimize multiple objectives including hit ratios, latency reduction and network cost reduction [13]. In contrast, our work considers not only selecting hot data for edge storage to optimize system performance, but also edge-based deduplication of IoT data to eliminate substantial redundancy and improve space efficiency of edge storage.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In the era of edge computing, an increasing amount of data that are produced at network edge (e.g., by smart phones and IoT sensors) will be accessed by computing nodes or edge devices that are also located at network edge. We consider a distributed storage system consisting of two-tiers - a set of $n$ distributed edge nodes that are located close to data producers and consumers and a remote cloud with larger storage capacity and yet higher service latency.

Given a set of $m$ files (or data objects) $F = \{F_1, F_2, \ldots, F_m\}$ with known request arrival rates $\lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_m\}$, we consider the problem of optimally placing the files on edge and cloud storage, with the goal of maximizing the probability of serving requests from edge (or equivalently, minimizing the need to forward request to remote cloud). In other words, we partition $F$ into two disjoint subsets - $P$ for edge storage and $Q$ for cloud storage - such that the amount of requests that are served by edge storage (i.e., $\sum_{i \in P} \lambda_i$) is maximized.

Since data generated by IoT and edge applications often exhibits significant amount of redundancy, we employ a distributed storage system with edge-based deduplication similar to [6]. In particular, we maintain a distributed hash-chunk table among the edge nodes, which stores the hash value of each unique chunk as the key and can be accessed by all edge nodes to identify and deduplicate redundant chunks in new files. To store the deduplicated chunks, we also create another file-hash table to maintain an association between file names and the position indexes of corresponding chunks, while the chunks are evenly distributed among all edge nodes. To reconstruct a file, we will use the file-hash table to get the position index of each chunk, and use the hash value to link to the actual chunk in hash-chunk table. We consider each file $F_i$ as a set of chunks, such that $|F_i|$ defines its size. We use $D(P) = |\cup_i F_i|$ to denote the space required for all edge files after distributed deduplication.

Our objective is to maximize the amount of requests that are served by edge storage, which is denoted as the edge service rate in this paper, by optimally partitioning the files. Let $C_k$ be the storage capacity of edge node $k$, so that the
| $\mathcal{F}$ | A set of $m$ files |
| $F_i$ | File $i$ with file size $|F_i|$ |
| $\lambda_i$ | Request arrival rate for file $i$ |
| $R(i)$ | Chunk popularity density function |
| $\mu_i$ | Cost assigned to vertex $i$ |
| $v_e$ | Cost assigned to edge $e = (i,j)$ |
| $B = \sum_k C_k$ | Edge storage capacity constraint |
| $G = (V, E)$ | $\delta$-similarity graph |
| $D(T)$ | Deduplicated storage size of files in $T$ |
| $S(T)$ | Total edge plus vertex cost of $T$ |
| $Q(T)$ | Total vertex prize of $T$ |

TABLE I

**Table of Key Notations**

| $\mathcal{F}$ | A set of $m$ files |
| $F_i$ | File $i$ with file size $|F_i|$ |
| $\lambda_i$ | Request arrival rate for file $i$ |
| $R(i)$ | Chunk popularity density function |
| $\mu_i$ | Cost assigned to vertex $i$ |
| $v_e$ | Cost assigned to edge $e = (i,j)$ |

**Total edge storage capacity** is $B = \sum_k C_k$. We need to solve an **partitioning problem**: 

$$\max \sum_{i \in P} \lambda_i$$ 

subject to 

$$D(P) \leq B = \sum_k C_k,$$  \hspace{1cm} (1) 

and 

$$\text{var. } P \subseteq \mathcal{F}.$$  \hspace{1cm} (2) 

where Equation (2) is a storage capacity constraint for the edge nodes under deduplication $D(P)$. Despite its straightforward formulation, this problem turns out to be challenging, since the storage space requirement $D(P)$ depends on the redundancy existing in files $P$ and does not have a closed-form quantification. Next, we will show that the problem is NP-hard even if there is no redundancy between the files and $D(P)$ reduces to a linear function.

**Theorem 1.** The partitioning problem is NP hard.

**Proof.** We prove that the problem is NP-hard by showing that the knapsack problem (which is known to be NP-hard) can be transformed into a version of the proposed partitioning problem with zero redundancy between any pair of files. More precisely, we consider a set of $m$ items, each of size $s_i$ and associated with a reward $r_i$ for $i = 1, \ldots, m$, and a knapsack of size $C$. The knapsack problem aims to find a subset $P$ of items that have a total size no greater than $C$ and achieves maximum reward, i.e., to maximize $\sum_{i \in P} r_i$ under $\sum_{i \in P} s_i \leq C$.

Now we construct a set of $m$ files, each with $s_i$ unique chunks and a request rate of $\lambda_i = r_i$. Since there is no chunks shared by any pair of files, for any subset $P$ of files we have $D(P) = \sum_{i \in P} s_i$. When $B = \sum_k C_k = C$, it is easy to see that the knapsack problem is exactly a special case of the proposed partitioning problem with zero redundancy between any pair of files. Thus, we conclude that any solutions to the partitioning problem solves the knapsack problem, which implies the NP-hardness.

**IV. Our Algorithm Using Delta Steiner Tree**

Our algorithm makes novel use of two key ideas. First, for a set of files $P$, the space requirement after deduplication - i.e., $D(P)$ - can be effectively estimated via a $\delta$-similarity graph $G = (V, E)$, in which each vertex represents a file in $\mathcal{F}$ and an edge exists between vertices $i$ to $j$ if the two files $F_i$ and $F_j$ share at least one common chunk. We also assign a vertex cost $\mu_i = D(F_i)$ (which is the size of file $F_i$) to each vertex $i$ and an edge cost $v_{i,j} = -D(F_i \cap F_j)$ (which is the negative of the size of common chunks shared by files $F_i$ and $F_j$) to each edge $(i, j) \in E$. It has been shown that such $\delta$-similarity graphs - while only capturing pairwise file similarities - provide an simple yet effective model for estimating the space requirement of deduplicating any subset of files [7]. Thus, we can consider an alternative problem of finding a subgraph on $G$ with respect to an estimate of storage space constraint $B = \sum_k C_k$. Second, we note that this problem now is related to a class of problems known as the Quota version of the Prize Collecting Steiner Tree problem[14], a.k.a., the quota problem. Given the $\delta$-similarity graph $G$, we consider a quota problem with both vertex and edge costs $\mu_i$ and $v_{i,j}$ in , respectively, and vertex prizes $\lambda_i$. For a given prize quota $Q > 0$, the goal of the quota problem is to find a tree $T$ in $G$ of minimum vertex plus edge cost, which spans a total prize of at least $Q$. We will show that the proposed partitioning problem can be efficiently solved by computing a sequence of quota problems on the $\delta$-similarity graph and finding a proper price quota $Q$ under estimated storage space constraint. In particular, the vertex plus edge cost provides an estimate on the storage space required to store files in the optimal tree $T$, while the prize on $T$ gives the corresponding edge service rate. Our proposed algorithm is denoted as the Delta Steiner Tree Partitioning (DSTP) in this paper.

**A. Illustrative Example**

We will first give an illustration of our DSTP algorithm using the example in Fig.1 with $m = 5$ files and edge storage capacity $B = \sum_k C_k = 4$. First, we construct the $\delta$-similarity graph $G = (V, E)$ as shown in Fig .2(a). For instance, vertex 1 is assigned a cost $\mu_1 = D(F_1) = 3$ (chunks) and a prize $\lambda_1 = 2$, while edge $(1, 2)$ is assigned a cost $v_{1,2} = -D(F_1 \cap F_2) = -3$. There is no edge between vertices 1 and 5 because files $F_1$ and $F_5$ do not share any common chunk. Intuitively, for any subgraph of $G$, the sum of edge and vertex costs provide an estimate on the required storage space using deduplication, by considering only pairwise similarities. Now we start by considering a quota problem on the $\delta$-similarity graph $G = (V, E)$ in Fig .2(a), with an initial prize quota $Q = 8$. The optimal tree that achieves the minimum vertex plus edge cost while spanning a total prize of at least $Q = 8$ is shown in Fig .2(b). We note that the vertex plus edge cost of this optimal tree - that is $\sum_{i=1}^{4} \mu_i + v_{1,2} + v_{2,3} + v_{1,4} = 5$ - coincide with the required storage space using deduplication, which is $D(\{F_1, F_2, F_3, F_4\}) = 5$. In general, such estimates using $\delta$-similarity graph $G$ may not be precise, but still provide a simple yet effective model for optimizing storage systems with deduplication, as proven later in this paper.

Next, we adjust the prize quota $Q$ until the resulting solution to the quota problem has a vertex plus edge cost satisfying the storage capacity constraint $B = 4$. This can be achieved through a bisection search. Since the current...
cost exceeds capacity constraint, we reduce the prize quota to \( Q = (8 + 0)/2 = 4 \). A solution to this new quota problem on the \( \delta \)-similarity graph \( G = (V, E) \) is computed and the result is shown in Fig. 2(c). Now, since the vertex plus edge cost is only \( \mu_4 = 3 \) and falls below the capacity constraint, we make another adjustment to consider \( Q = (4 + 8)/2 = 6 \). We show the resulting optimal tree in Fig. 2(d) with cost \( \mu_4 + \mu_1 + v(1, 4) = 4 \). It is easy to see that any higher prize quota will lead to a solution violating the storage capacity constraint. Thus, we stop the bisection search and get an optimal solution \( P = \{F_1, F_4\} \) to the partitioning problem in (1)-(3), i.e., to store files \( F_1 \) and \( F_4 \) on network edge. In the following we will show that this DSTP algorithm is guaranteed to find a feasible solution to the partitioning problem despite using an estimate of storage space via the \( \delta \)-similarity graph. Further, we will drive a closed-form approximation ratio for the DSTP algorithm.

### B. The Proposed DSTP Algorithm

Given a set of \( m \) files \( \mathcal{F} \), we construct a \( \delta \)-similarity graph \( G = \text{dupGraph}(\mathcal{F}) = (V, E) \). This can be computed efficiently with complexity \( O(m^2) \) by generating a hash table for all chunks of each file \( F_i \) and comparing the hash tables of each pair of files to find the edge costs. Thus, we can run a bisection search on prize quota \( Q \) and solve a sequence of quota problems on the \( \delta \)-similarity graph, until we find a value \( Q^* \) such that the tree produced by solving the quota problem for prize quota \( Q^* \) costs no more than \( \tilde{B} = \sum_k C_k \) and any tree output by the algorithm for quota value \( Q^*(1 + \epsilon) \) costs more than \( \tilde{B} \) for some \( \epsilon > 0 \). We note that a bisection search to finite precision suffices, since there exists an exponentially small \( \eta \) such that any two trees of graph \( G \) must have vertex plus edge cost greater than \( \eta \) (as there are only a finite number of trees). The bisection search is also guaranteed to converge since the minimum cost is monotonically non-decreasing over prize quota \( Q \).

Now we only need to develop an efficient algorithm to solve the quota problem with given \( Q \) on the \( \delta \)-similarity graph. To this end, we leverage the method in [14] to transform the quota problem into an equivalent \( k \)-Minimum-Spanning-Tree problem (\( k \)-MST), which finds a \( k \)-vertex, minimum edge cost spanning tree in \( G \) and is known to have quadratic-time algorithms with an approximation ratio of \( (2 + \epsilon) \) [15]. We note that the method in [14] just works for graphs which contain non-negative edge costs, whereas our quota problem has both edge and vertex costs, and the edge costs are negative. Without loss of generality, we assume that all vertex prizes have integer values. This holds because without changing the problem, we can always scale \( \lambda_i \) by some sufficiently large factor \( S \), such that the quantization error due to ceiling function \( \lceil \lambda_i S \rceil \) can be sufficiently small as relative to the scaled prize \( \lambda_i S \).

![Fig. 2. An illustration of our proposed DSTP algorithm. It finds a solution with the highest prize \( Q = 6 \) under a cost constraint \( B = 4 \), by leveraging a bisection search on \( Q \) and solving a sequence of quota problems accordingly. Files \( P = \{1, 4\} \) are placed at edge storage in the optimal solution.](image)

![Fig. 3. An illustration of our transformation by substituting each vertex \( i \) of graph \( G = (V, E) \) into 2 vertices of graph \( G' \), in which only edge costs exist. The vertex prizes are then scaled up by \( \lambda_s = 2|V|\lambda_s + 1 \) for all vertex \( s \) of \( G' \).](image)

Our key idea is to transform graph \( G \) into \( G' \) (that only has edge costs) by substituting every vertex \( i \) by a vertex \( i' \) of zero prize and attaching a new node \( i'_0 \) with prize \( \lambda_i \) to vertex \( i' \). The process is illustrated in Fig. 3. If we further assign edge cost \( \mu_i \) to \( (i', i'_0) \), it is easy to verify that the original quota problem on \( G \) with both edge and vertex costs is equivalent to a quota problem on \( G' \) with only edge costs. Next, to deal with zero-prize vertices we introduce in \( G' \), we will employ the technique in [14] and modify prize values in \( G' \) so as to get an equivalent instance of the quota problem with only positive prizes on the vertices. The new prize assignment is \( \lambda_s = 2|V'|\lambda_s + 1 \) for all vertex \( s \) of \( G' = (V', E') \). We also scale up the prize quota to be \( Q' = 2Q|V'| \). The following lemma proves that any tree that is optimal for the quota problem under the modified prize assignments is optimal for the original problem before vertex prize scaling.
Lemma 1. If tree $T$ is an optimal solution to the quota problem with modified vertex prize $\lambda$, and quota $Q$, then $T$ is an optimal solution to the original quota problem with vertex prize $\lambda$ and quota $Q$. 

Proof. This lemma follows directly from Lemma 4.1 in [14], and having negative edge costs does not affect vertex prize. □

Finally, the quota problem on $G'$ with modified vertex prize $\hat{\lambda}$, and quota $Q$ can be solved by computing an equivalent $k$-MST problem. We just need to substitute every vertex $s$ by a star with a center node $s'$ and $\hat{\lambda} - 1$ leaf nodes all attached to $s'$ by zero-cost edges [14]. Both $s'$ and the leaf nodes are assigned unit vertex prize. Clearly, solving the quota problem is now equivalent to solving $k$-MST problem on the modified graph with $k = \hat{Q}$, because the modified graph only contain 1-cost vertices. More precisely, any $k$-MST algorithm that finds a $k$-vertex, minimum edge cost spanning tree achieves a collective prize of exactly $k = \hat{Q}$ as all vertices have unit prize. Based on these transformations, we can also deal with negative edge costs by adding a sufficiently large constant $\alpha$ on all edges to make their costs become non-negative. Since $k$-MST algorithm finds a $k$-vertex tree that has exactly $k - 1$ edges, the additional constant $\alpha$ will only introduce a constant change $\alpha(k - 1)$ in the optimal solution of $k$-MST. Let $k$-MST($G', \hat{Q}$) be a routine that returns optimal tree $T$. The proposed DSTP algorithm is summarized below in Algorithm 1.

Algorithm 1: Our DSTP Algorithm

Input : $\mathcal{F} = \{F_1,\ldots,F_m\}$, edge storage capacity $B$;

Algorithm:

Construct $G = (V, E) = \text{dupGraph}(\mathcal{F})$;

Transform $G$ into $G'$;

for each edge $i$ do

Substitute $i$ by $i'$ and $i''$;

Assign vertex prize: $\lambda_{i'} \leftarrow 0$ and $\lambda_{i''} \leftarrow \lambda_i$;

Assign edge cost: $v_i = \mu_i$;

end for

Scale prize: $\hat{\lambda} \leftarrow 2|V'|/\lambda + 1$ for all $s$ in $G'$;

Solve quota problems

Initialize $Q_L$ and $Q_U$ for bisecting search;

do { 

$\hat{Q} \leftarrow (Q_L + Q_U)/2$;

$T \leftarrow k$-MST($G', \hat{Q}$);

Estimate storage space: $S = \sum_{e \in T} v_e(G')$;

if $S > B$ Quota $\hat{Q}$ is too high

Update: $Q_L \leftarrow \hat{Q}$;

else Update: $Q_U \leftarrow \hat{Q}$;

end if

} while $|S - B| > \epsilon$;

return $T$;

Theorem 2. Algorithm DSTP finds a feasible solution for the partitioning problem.

Proof. $k$-MST problem is known to have quadratic-time algorithms with an approximation ratio of $(2 + \epsilon)$ [15]. We have already shown that solving the $k$-MST problem with $k = \hat{Q}$ yields a solution $T$ to the quota problem on $G'$ with modified vertex prize $\hat{\lambda}$ and quota $Q$. Lemma 1 further establishes that $T$ is a solution to the original quota problem on $G$ with vertex prize $\lambda$ and quota $Q = \hat{Q}/(2|V'|)$.

Let $D(T)$ be the deduplication function in (1). To show that $T$ is also a feasible solution to the partitioning problem, we only need to prove $D(T) \leq B$. Due to the bisection search in Algorithm DSTP, we have $\sum_{e \in T} v_e(G') \leq B$ for edge costs $v_e(G')$ on $G'$. This implies that $\sum_{e \in T} v_e(G) + \sum_{i \in T} \mu_i(G) = \sum_{e \in T} v_e(G') \leq B$, because of the additional edge costs that are introduced to construct $G'$. Using the definition of $G$ as the $\delta$-similarity graph, we have

$$D(T) = |\bigcup_{i \in T} F_i| \leq \sum_{i \in T} |F_i| - \sum_{(i,j) \in T} |F_i \cap F_j| = \sum_{i \in T} v_i(G) + \sum_{i \in T} \mu_i(G) \leq B,$$

where the third step follows from the construction of $\delta$-similarity graph $G$, and the second step holds since each unique chunk shared by $t$ files (a.k.a. popularity-$t$ chunks) is counted $t$ times in $\sum_{i \in T} |F_i|$, while $\sum_{(i,j) \in T} |F_i \cap F_j|$ only include a subset of those popularity-$t$ chunks that are counted at most $t - 1$ times if their owner files are all adjacent and form a subtree in $T$. Therefore, $T$ is a feasible solution to the partitioning problem due to $D(T) \leq B$. □

V. APPROXIMATION RATIO OF DSTP

We show that DSTP is a $(2|2\Gamma| - 1 + \epsilon)$-approximation algorithm, where $\Gamma = B/D(T) \geq 1$ is the edge storage capacity $B$ divided by actual usage $D(T)$. We also provide a closed-form bound on $\Gamma$ and propose a hierarchical model and quantify $\Gamma$ on practical datasets.

A. Main Result.

It is easy to see that the performance of DSTP algorithm depends on two factors: (i) The optimality of using $k$-MST to solve the quota problem on $G$, and (ii) The gap of using edge plus vertex cost of $\delta$-similarity graph to estimate deduplicated storage space in the quota problem. We will analyze these two factors and use them to jointly derive an approximation ratio for the proposed DSTP algorithm. For a set of $m$ files $\mathcal{F} = \{F_1,\ldots,F_m\}$, we define chunk popularity function $R(t)$ as the number of unique chunks shared by exactly $t$ files. In the following we analyze the gap $\Gamma$ of estimating deduplicated storage space using a spanning tree on $G$.

Lemma 2. For a set of $m$ files $\mathcal{F}$ and corresponding $\delta$-similarity graph $G = \text{dupGraph}(\mathcal{F})$, we have for any minimum spanning tree $T$:

$$\Gamma = \frac{S(T)}{D(T)} \leq \sum_t R(t) \left[ t - \frac{t^2 - t}{m} \right],$$

(5)
where $R(t)$ is the chunk popularity function, $S(T) = \sum_{t \in T} \mu_t + \sum_{t \in T} v_t$ is the total edge plus vertex cost of $T$, and $D(T)$ is the deduplication storage space.

Lemma 2 quantifies the gap $\Gamma$ with respect to a chunk popularity function $R(t)$. It is similar to the result proven in [7], which however, only applies to a directed delta-graph. We present a different proof for undirected graph in Lemma 2, and its proof is shown in Appendix. For practical systems, such $R(t)$ can be empirically obtained for any data sources. It is evaluated in [7] that in real-world dataset, most chunks have small popularity values and thus $R(t)$ is heavily left-skewed, leading to a tight bound of $\Gamma$ (very close to 1) in Lemma 2. Next, we prove another lemma that provides an important bound on splitting node-weighted trees. It plays a crucial role in analyzing the competitive ratio of DSTP algorithm. Again, the proof is collected in Appendix.

**Lemma 3.** For $\forall \alpha \geq 3$, any node-weighted tree with at least $\alpha$ nodes, in which no node weighs more than $\frac{1}{2\alpha-1}$ of the total weight of the tree, can be split into $\alpha$ edge-disjoint subtrees, such that each of them contains at least $\frac{1}{2\alpha-1}$ of the total weight.

Now we are ready to state the main theorem of this paper.

**Theorem 3.** DSTP yields a polynomial-time $(2\lceil 2\Gamma \rceil - 1 + \epsilon)$-approximation algorithm for the partitioning problem.

**Proof.** We prove the theorem by constructing a contradiction. Let tree $T$ be a solution computed from DSTP algorithm. Suppose that no polynomial-time algorithm can achieve an approximation ratio less than or equal to $2\lceil 2\Gamma \rceil - 1 + \epsilon$. Then, there must exist some solution $T^*$ that is not only feasible $D(T^*) \leq B$ but also achieve a large prize $Q(T^*)$ satisfying:

$$Q(T^*) \geq (2\lceil 2\Gamma \rceil - 1 + \epsilon)Q(T),$$

because otherwise $Q(T)$ would attain the desired approximation ratio. We note that $T^*$ must be the minimum spanning tree on the subgraph containing its vertices, because we can otherwise replace $T^*$ by the minimum spanning tree to have a feasible solution with the same vertex prize and yet smaller cost. Applying Lemma 2 to $T^*$ we get:

$$S(T^*) \leq \Gamma D(T^*) \leq \Gamma B,$$

where the last step holds due to the feasibility of $T^*$, i.e., $D(T^*) \leq B$. Next, we choose $\alpha = \lceil 2\Gamma \rceil$ in Lemma 3 and use it to split $T^*$ into $\alpha$ trees that each of them contains prize at least:

$$Q(T^*) \geq \frac{2\lceil 2\Gamma \rceil - 1 + \epsilon)Q(T)}{2\lceil 2\Gamma \rceil - 1} > Q(T),$$

where the second step is due to (6). Since the total cost of these $\alpha$ split trees is less than that of $T^*$, there must exist one split tree with cost no more than:

$$S(T^*) \leq \frac{\Gamma B}{\lceil 2\Gamma \rceil} \leq \frac{B}{2},$$

where the second step uses (7) and $\alpha = \lceil 2\Gamma \rceil$. To summarize, we now find a split tree of $T^*$, who achieves a prize strictly higher than $Q(T)$ (due to (8)) and have a cost no more than $B/2$ (due to (9)).

However, $T$ is a solution computed from DSTP algorithm by solving a sequence of quota problems with bisection search. Quota problems are known to have quadratic-time algorithms with an approximation ratio of $(2 + \epsilon)$ [15]. It implies that any solution achieving a higher prize quota than $Q(T)$ must have cost more than $B/2$ (otherwise $T$ would not be a $(2 + \epsilon)$-approximation solution). This contradicts with the fact that we have constructed a split tree of $T^*$ above with a prize strictly higher than $Q(T)$ and a cost no more than $B/2$. Therefore, we prove the desired result.

**Remark.** We note that for datasets in practice, $\Gamma$ can be very close to 1, since most data chunks have small popularity value. Empirical evaluation of popularity distribution $R(t)$ has been provided in [7]. Using the result, we can compute a bound for $\Gamma$ using Lemma 2, i.e., $\Gamma \leq 1.26$. Further plugging this into our approximation ratio in Theorem 3, it becomes $2\lceil 2\Gamma \rceil - 1 + \epsilon = 2[2 \times 1.26] - 1 = 5 + \epsilon$. In other words, DSTP is a $(5 + \epsilon)$-approximation algorithm on the dataset.

### VI. Evaluation

We implement a prototype of the proposed DSTP algorithm and evaluate its performance using real-world IoT data. In this section, we describe our system design and present the results of extensive experiments and simulations that show the efficacy of our proposed algorithm over other baselines.

**A. Implementation and Experiment Setup**

Our implementation of edge-based deduplication is illustrated in Fig.1. When a set of new files $(F_1, F_2, \ldots, F_3)$ arrive at the edge nodes, we split each file object into fixed-size chunks and calculate a hash value for each chunk. The unique hash values are maintained in a distributed edge storage, using Cassandra [16], [17], and allows efficient deduplication of new file objects using Duppermove [18], as well as quick construction of the $\delta$-similarity graph as shown in Fig. III. Then, we run DSTP algorithm at edge nodes to determine the optimal set of files to store on the edge nodes. In particular, another index table in Cassandra is created to store the mapping from chunks to their original positions in file objects, to allow quick recovery at any edge node. When an access request arrives, edge files are reconstructed locally on the fly, while cloud files are retrieved from the remote cloud.

Our local storage system testbed consists of 20 VMs (edge nodes) created on a local Cassandra cluster, where each VM has 2 VCPUs, 2GB RAM and 5 GB virtual disk drive. We also set up four more powerful VMs in a cloud Cassandra cluster, in which each VM has 4 VCPUs, 8GB RAM, and 20GB storage. We implement a distributed Cassandra file storage on local VMs. All of the local VMs are gathered in the same Cassandra cluster. In this way, file objects stored at network edge will have their chunks evenly distributed among all nodes in the
cluster. We maintain a table indicating the order of chunks in different file objects, which can thus be successfully recreated upon access requests.

The bandwidth among the local VMs is 1.726 Gbps with an average latency of 0.85 ms. We measured the average bandwidth between our local VMs and Amazon EC2 VMs is 0.377 Gbps with average latency of 12.2 ms. Then we use NetEm[19] to set the bandwidth and latency between local Cassandra cluster and cloud Cassandra cluster equal as the measurements. Then we use real-world IoT datasets for the evaluation. The first one consists of accelerometer data recording human walking over 25 days from 5 participants, with each data point in the size range of 80-187MB [20]. The seconds one is MIT traffic data set which is for research on activity analysis and crowded scenes. It includes video sequences captured by a stationary traffic camera[21]. All numbers presented in our evaluations are an average of 100 measurements over a real system we implemented.

B. Numerical Evaluation and Comparison

We evaluate the proposed DSTP algorithm and compare its performance with a number of baselines. The first baseline is a most-popular-first algorithm, which aims to store the hottest file objects with the highest access rate on edge nodes. This is indeed a Most-Frequently-Used policy widely employed in caching systems[22], [13]. The second baseline is a space-only algorithm, which only takes file similarity into account and maximizes the deduplication ratio of selected files, similar to those used in deduplication systems[6]. Finally, the third baseline employs the First In First Out (FIFO) heuristic, which store the latest files at network edge. In this section, we compare the performance of DSTP and the baselines, with respect to edge service rate (defined as the total request rate that are served by edge storage), response time for accessing different file objects, and the deduplication ratio that measures the space-efficiency of edge storage.

We first vary the edge storage capacity from 200MB to 1.2GB (per node) and evaluate DSTP algorithm and baselines, in terms of their optimal edge service rate. Fig. V-A shows that while all algorithms achieve better edge service rate due to higher storage capacity available for hot files, our algorithm is able to outperform the baselines by 43.4-118.5%.

The maximum improvement is achieved at medium edge storage capacity, because there are either too few or too many files in low and high edge storage, leading to less room for optimization. Nevertheless, even with very limited local storage space - 200MB per edge node - our algorithm could still achieve 44.5% improvement over the baselines. It can more effectively utilize edge storage space to support hot files.

We also evaluate our DSTP algorithm on a mix of two different IoT accelerometer datasets, in which higher file similarity (and thus higher potential for deduplication) exist within each dataset, while less similarity across datasets. We randomly select files from the two datasets with probabilities $p$ and $1-p$. Figure. V-A shows the optimal edge service rate for different values of $p$. It is observed that the best performance of DSTP is attained when $p$ is close to 50% (with about 35% increase over the performance at $p = 0$ and $p = 1$). This is because when files are files are uniformly chosen from the two datasets, DSTP is able to “cherry-pick” the hot files with both high request rate and high similarity from each data set, thus achieving the best edge service rate. Fig. V-A verifies this by showing the deduplication ratio (which is defined as the storage space ratio before and after deduplication and is always greater than or equal to 1) achieved by files from each dataset for different values of $p$. Deduplication ratio saturates as soon as a small number of hot files from each dataset are stored on the edge. DSTP’s ability to deliver better performance when the data become more hybrid makes it suitable for practical applicators.

Fig. 6. Comparing DSTP and baseline algorithms with respect to different distributions of request rate (i.e., file popularity). DSTP demonstrates superior ability to adapt to different file request distributions and performs better for larger variations in file popularity.
Next, we changed the distribution of file request rates (i.e., file popularity) to compare DSTP with the baselines. Fig. 6 shows the performance when file access requests are generated according to a uniform distribution in different range \((x, y)\). DSTP demonstrates superior ability to adapt to different file request distributions. In particular, it almost doubles the edge service rate under uniform request distribution in \((1, 9)\), which corresponds to large variation in file popularity and allows DSTP to better optimize over select hot files with high access rate. Such high variation in file popularity often hold in practical systems due to timeliness of IoT data.

In Fig. 7, we evaluate the performance of DSTP on our testbed described at the beginning of this section, in terms of the actual request response time in Fig. 7(a) and Fig. 7(b), and the ability to re-optimize file placement with online new file arrivals Fig. 7(c). The numbers shown in the figure is the sum of 500 requests (for both edge and cloud files) randomly generated according to a uniform distribution in \([1, 10]\) (requests per second). In general, downloading a file from edge nodes requires less than 1 second service time on our testbed, while 3-6.5 seconds from the cloud, due to smaller latency and higher bandwidth between clients and edge nodes. As shown in Fig. 7(a), while most-popular-first algorithm is able to store the hottest files at network edge, it results in the worst request responds time, since the hottest files may have low similarity and thus poor space efficiency for edge storage. On the other hand, space-only algorithm is able to store the maximum number of files at network edge, but it does not take file popularity into account. Our DSTP algorithm is able to achieve the minimum response time, as it is able to maximize the number of requests served by network edge and also achieve high space efficiency. DSTP is able to achieve smaller response time for a larger fraction of files and significantly reduces response time tails.

Finally, we apply DSTP to an online setting. At the beginning of each time slot, a batch of new files are randomly selected from the two datasets with equal probability and their requests are generated from a uniform distribution in \((0, 10)\). With new files arriving in each time slot, we re-optimize the storage system by solving DSTP optimization jointly for both existing files and new files. As shown in Fig. 7(c), we measure the edge service rate at the end of each time slot, for a total of 40 time slots. It is shown that as more files arrive at the system, edge service rate increases, and eventually saturates due to storage capacity constraint at network edge. DSTP achieves the largest service rate and outperforms most-popular-first and space-only by 53% and 72%, respectively. This validates the benefit of DSTP for online optimization with new file arrivals.

**VII. CONCLUSION**

Data management at network edge needs to exploit both data popularity (for optimal data access performance) and data similarity (for optimal storage space efficiency). In this paper, we formulate a joint optimization problem to maximize edge service rate and storage space efficiency with deduplication. The problem is shown to be NP-hard. Our proposed \(2[2\Gamma - 1 + \epsilon]\)-approximation algorithm makes novel use of \(\delta\)-similarity graph to capture pairwise data similarity and leverages the \(k\)-MST algorithm to solve a Prize Collecting Steiner Tree problem on the graph. Its prototype and evaluation using real-world testbed and datasets validates significant improvement in edge service rate and reduction in request response time.

**APPENDIX**

### A. Proof of Lemma 2

**Proof.** We denote \(T\) as the set of all possible trees of the \(\delta\)-similarity graph \(G\). Due to the construction of \(G\) in Section IV, we have vertex cost \(\mu_i = D(F_i)\) (which is the size of file \(F_i\)) and edge cost \(v_{(i,j)} = -D(F_i \cap F_j)\) (which is the negative of the size of common chunks shared by files \(F_i\) and \(F_j\)). Since \(T\) is an optimal spanning tree with minimum weight \(S(T)\), the weight of \(T\) can be bounded by the average weight of all spanning trees of \(G\). We have

\[
S(T) \leq \frac{1}{|T|} \sum_{T \in \mathcal{T}} S(T) = \frac{1}{|T|} \sum_{T \in \mathcal{T}} \left( \sum_{i \in T} \mu_i + \sum_{(i,j) \in T} v_{(i,j)} \right) = \sum_{i} \mu_i - \frac{2}{m} \sum_{i,j:i<j} v_{(i,j)} = \sum_{i} D(F_i) - \frac{2}{m} \sum_{i,j:i<j} D(F_i \cap F_j), \tag{10}
\]
where the second step uses the definition of $S(T)$ in Lemma 3, the last step directly follows from the construction of $G$ in Section IV, and the third holds because each spanning tree traverses all vertices in $G$ and thus has the same total vertex weight, and because there each edge shows in exactly $2/m$ spanning trees (since all edges have equal chance to be in the spanning trees due to symmetry).

Next, we consider a chunk popularity function $N(t)$, defined as the number of unique chunks shared by exactly $t$ files. It is easy to see that we have $R(t) = N(t)/\sum_i N(t)$, as the fraction of chunks with popularity $t$. Using $N(t)$, we can rewrite deduplicated storage space $D(T)$. Since each unique chunk of popularity $t$ exists exactly once in the value of $N(t)$, or in other words, the sum of $N(t)$ gives the total number of unique chunks, we have

$$D(T) = D(\cup_i F_i) = \sum_t N(t). \quad (11)$$

Similarly, we can use $N(t)$ to rewrite $\sum_i D(F_i) + \sum_{i,j<i,j} D(F_i \cap F_j)$ in (10). In particular, because a chunk of popularity $t$ exists in exactly $t$ different files, we have

$$\sum_i D(F_i) = \sum_t t \cdot N(t). \quad (12)$$

Further, the fact that a chunk of popularity $t$ exists in exactly $t$ different files also implies that the chunk will be contained in $t - \text{choose} - 2$ different pairwise intersections, $D(F_i \cap F_j)$. We have

$$\sum_{i,j<i,j} D(F_i \cap F_j) = \sum_t \binom{t}{2} \cdot N(t),$$

$$= \frac{t(t-1)}{2} \cdot N(t). \quad (13)$$

Finally, plugging (11), (12), (13) into (10), we obtain:

$$\frac{S(T)}{D(T)} \leq \sum_t \frac{\alpha}{m} \sum_{i,j<i,j} D(F_i \cap F_j) - \sum_t \frac{t^2 - t}{m} \cdot N(t)/\sum_i N(t)$$

$$= \sum_t \left( \frac{t^2 - t}{m} \right) \cdot \left[ N(t)/\sum_i N(t) \right]$$

$$= \sum_t \left( \frac{t^2 - t}{m} \right) \cdot R(t) \triangleq \Gamma \quad (14)$$

where the last step uses $R(t) = N(t)/\sum_i N(t)$. This completes the proof.

**B. Proof of Lemma 3**

**Proof.** Without loss of generality, we assume the total weight of all nodes is 1. Let $w(T)$ denote the total weight of tree $T$. We first prove the tree can be split into $\alpha$ subtrees ($\alpha \geq 3$), where two of them weigh at least $\frac{1}{2\alpha-1}$. Then we prove that each subtree weighs at least $\frac{1}{2\alpha-1}$.

There are at least 3 nodes, so we can split them into at least 3 subtrees. First, we prove the tree can be split into $\alpha$ subtrees ($\alpha \geq 3$), where two of them weigh at least $\frac{1}{2\alpha-1}$. If this assumption is not possible, then there exists only one subtree $T_1$ whose total weight is at least $\frac{1}{2\alpha-1}$ and other $\alpha - 1$ subtrees weigh less than $\frac{1}{2\alpha-1}$. Suppose $T_2$ is the subtree with largest total weights in those $\alpha - 1$ small subtrees. Then $w(T_2) < \frac{1}{2\alpha-1}$. The sum of all of the remaining $\alpha - 2$ subtrees’ weights $w_{\text{remaining}} < \frac{\alpha - 2}{2\alpha - 1}$.

Let $v$ be the vertex which is shared by $T_1$ and $T_2$. If node $v$ has only one incident edge in $T_1$, then, if we move this edge from $T_1$ to $T_2$, creating two new subtrees $T_1'$ and $T_2$.

$$w(T_1') = w(T_1) - w(v) \geq 1 - \frac{\alpha - 2}{2\alpha - 1} - \frac{1}{2\alpha - 1} = \frac{\alpha - 1}{2\alpha - 1}$$

$$= \frac{\alpha - 1}{2\alpha - 1} > \frac{1}{2\alpha - 1} \quad (15)$$

Then, both of $T_1'$ and $T_2$ weigh at least $\frac{1}{2\alpha - 1}$, which is contradiction.

If vertex $v$ has at least two children in $T_2$, we can split $T_2$ into two subtrees, both rooted at $v$. The larger of the two subtrees must weigh at least $\frac{1}{2\alpha - 1}$. Similarly, by moving the smaller subtree of $T_2$ over to $T_1$, we have:

$$w(T_1') \geq \frac{1}{2\alpha - 1} + \frac{\alpha - 1}{2\alpha - 1} \geq \frac{1}{2\alpha - 1} \quad (17)$$

Then, both of $T_1'$ and $T_2$ weigh at least $\frac{1}{2\alpha - 1}$, which is contradiction.

We already proved the tree can be split into $\alpha$ subtrees ($\alpha \geq 3$), where two of them weigh at least $\frac{1}{2\alpha - 1}$. So there exists an edge-disjoint split $T_1$ and $T_2$ where $w(T_1) \leq w(T_2)$ and both of them weigh at least $\frac{1}{2\alpha - 1}$. Consider all the possible edge-disjoint splits into two subtree. We denote the smaller tree as $T_1$, and the other one as $T_2$. Then $T_1$ must weigh more than $\frac{1}{2\alpha - 1}$, otherwise $T_2$ could weigh at least $\frac{1}{2\alpha - 1}$, causing contradiction. Let $v$ be the vertex which is shared by $T_1$ and $T_2$. If node $v$ has only one incident edge in $T_1$, then, if we move this edge from $T_1$ to $T_2$, we will create two new subtrees $T_1'$ and $T_2$. Suppose $w(T)$ means the total weights of a tree called $T$. Then, since in the original split $w(T_2) \geq 2\alpha - 1$, we have

$$w(T_1) = w(T_1) - w(v) \geq \frac{1}{2\alpha - 1} - \frac{1}{2\alpha - 1} > \frac{\alpha - 1}{2\alpha - 1} \quad (18)$$

This is a contradiction. So this tree can be split into 2 edge-disjoint subtrees, such that one of them contains at least $\frac{1}{2\alpha - 1}$ of the total weight and the other one contains at least $\frac{1}{2\alpha - 1}$ of the total weight.

Since no node weighs more than $\frac{1}{2\alpha - 1} < \frac{1}{\alpha}$, we can take the larger subtree and split it further into $\alpha$ subtrees, each of weight at least $\frac{1}{\alpha}$ of the total. It is easy to see that we obtain $\alpha$ subtrees, each containing at least $\frac{1}{\alpha}$ of the total node weight. \qed
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