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Abstract

We propose that the randomization protocol for privacy protection be viewed as a commu-
nication channel, with lower channel capacity implying greater privacy. Focusing on binary
symmetric randomization, and attacks consisting of the querying of deterministically related
attributes, we show that a one-to-one correspondence exists between (i) the patterns of all
attacks of “rate” r nd (ii) invertible channel codes of the same rate. The “rate” of an attack
is defined as the number of independent target attributes determined per query, and is typ-
ically less than unity. We define reliable attacks as those whose probability of error can be
made arbitrarily small by increasing the number of queries while maintaining rate. From the
channel coding theorem, its converse and other more recent results on error-correcting codes,
we conclude that (a) reliable attacks exist for all rates below protocol capacity (b) reliable
polynomial-time attacks exist for all rates below protocol capacity (c) linear time attacks with
arbitrarily small error and rates approaching protocol capacity can be constructed and (d) the
rate of a reliable attack consisting of querying deterministically-related attributes to determine
uniformly distributed target attributes cannot be higher than the protocol capacity.

1. Introduction

Randomization for the purposes of privacy protection refers to the probabilistic perturbation
of data points to introduce protection through information-theoretic uncertainty, and to allow
the possibility of the use of the perturbed data points for the estimation of the statistics of
a population. It has been in use for about twenty years in public surveys and in statistical
database security [1], and has recently been proposed as a means of personal privacy protection
[2]. A randomization protocol consists of (i) a query of an attribute (a data point from an
individual’s personal profile), followed by (ii) a response, usually revealing a probabilistically
perturbed value of the attribute. The protocol is defined by the parameters of the perturba-
tion. It provides privacy protection of individual data points to individual users, and aggregate
statistical information to data collectors. The amount of privacy and the accuracy of the aggre-
gated information both depend on the extent of the perturbation. When used by individuals,
randomization has the potential of enabling user-controlled, variable privacy. It also provides
the opportunity of trading privacy for benefits, such as recommendations, that depend on the
statistical or structural properties of the user’s profile.

The secrecy of randomization is neither information-theoretically [3, pg. 44-48] nor compu-
tationally [4] perfect. This is intentional and often provides benefit to the user, e.g. when
randomization leaks information for use with recommendation algorithms. A measure of the
secrecy of randomization is required to calibrate it with respect to other privacy protocols,
to compare various randomization protocols among themselves, and to measure the cost of a
randomization benefit such as recommendations. In this paper, we mathematically define and
study a class of common attacks on binary randomization, and derive results with respect to
this class of attacks.
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2. Literature Survey

Most existing measures of randomization are based on the error measure of the protocol. There
are some recent measures of interest that are slightly different. In [5], the measure suggested
is the maximum a posteriori probability of a particular record belonging to a particular indi-
vidual. This measure depends on a priori probabilities and not only on the protocol’s explicit
effect on privacy/anonymity. In [6], the suggested measure is the size of the a posteriori range
of possible values of a continuous-valued data point given a confidence level. It does not address
the fact that some values may be more likely than others. In a different approach, [7] suggest
the use of the differential mutual information between the original and perturbed continuous-
valued data points. Larger values of mutual information imply larger privacy invasion. Unlike
all other work we are aware of, this measure addresses the change in uncertainty due to a pro-
tocol instance. Mutual information does, however, depend on the original pdf, and not only
on protocol parameters. None of the existing work on the security/privacy of randomization
addresses specific attacks, such as those consisting of making related queries, in a satisfactory
manner. We propose that one think of the protocol as a channel and show that this gives access
to a number of major theorems in communication and coding theory that have implications for
attacks and the security of randomization.

3. The protocol as a channel

Consider a simple classical example of binary randomization. In a telephonic public health
survey, a data collector asks the respondent to roll a fair die, and, based on whether the rolled
die shows a number divisible by 3 or not, to provide a false or true answer to the question, “Do
you have HIV?”. The data collector obtains individual answers which are true with a probability
of truth = % If the protocol were replaced by a memoryless binary symmetric communication
channel with probability of error = %, the outputs of the channel and the protocol would be

(information-theoretically, and hence, also computationally) indistinguishable.

A symmetric binary protocol consists of random variables X € X representing personal data
points; and Y € ) representing the randomized responses to the query. It is characterized
by the probabilistic relationship between X and Y, P(Y|X). We denote the protocol by ¢ =
(X,P(Y|X),Y). This is identical to the definition of a channel [8]. In fact, P(Y|X) =1-¢, Y =
X; and P(Y|X) = q, Y = X; where ¢ is the probability of a lie. It is easy to see that the
probability of a lie is the probability of error in the corresponding channel. We use ¢(X) to
denote the randomized value of X according to P(Y|X).

A natural measure of a channel is its capacity, which measures the worst-case privacy invasion
of the protocol. While the goal of communication theory is to increase information transfer over
a channel given certain constraints, in this framework the goal of the theory of privacy is to
decrease the information transfer over the protocol given certain constraints (such as the error
in recommendations that use these perturbed data points). Because of this, privacy theory
would be interested in channels with small capacity (i.e. “good” privacy protocols). As an
example, the capacity of a binary symmetric protocol with small bias, i.e. one in which the
probability of truth is 0.5 4+ § for small 3, is determined by the second order term of the Taylor
expansion (zeroth and first order terms are 0), which is easily seen to be % In the next section
we demonstrate the relationship between channel capacity and protocol security with respect
to a class of common attacks.
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4. A class of attacks

Most attacks on randomization are in the form of related queries. Before we define attacks
constructed from related queries, let us establish some notation. A binary attribute ¢ is a binary
function of parameter 6, and a member of Q, the set of binary attributes under consideration.
The value ¢(0) is the binary value of the attribute for parameter value 6, ¢ : © — X = {0, 1}.
For an example, consider the binary attribute ¢, “capitalist”, and parameter value 6, “Karl
Marx”. ¢(0) is then 0, or false. As another example, consider the binary attribute “visited a
news site”, with parameter 0 = {JohnSmith,11Nov.2001,3pm}. The value of ¢(#) is then the
truth value of “John Smith visited a news site on 11 Nov. 2001 at 3 pm”. We now define the
class of attacks we address.

Definition 1: A (k,n),k < n deterministically-related attribute sequence (DRAS), is a set of
n “queried” binary attributes whose values are completely determined by corresponding values
of a set of k binary “target” attributes, such that all k-tuples of target attribute values exist.
Its rate is %

More formally, a set of n binary attributes, Q = (Q1, Q2, ....Qn) € Q", is a (k,n) DRAS if there
exists (a) a set of k binary attributes, q = (q1, q2, ...qx) € QF, q(©) = ¥, and (b) a function
A : ¥¥ — ¥ mapping each k-tuple of bits to an n-tuple of bits, such that Q(8) = A(q(0)) ¥(6).
A is the DRAS map.

Thus, A is the function taking the set of “target attributes”, the one the data collector is really
interested in, q, to the set of queried attributes, Q. Note that the image of q should be all of
Y¥*. We require this so that none of the target attributes is redundant, and so that the rate
of a DRAS is well-defined. If we did not have this requirement, any (k,n) sequence with a
constant attribute added to the sequence would be a (k + 1,n + 1) sequence, or a (k,n + 1)
sequence. With this requirement, such a sequence would be only a (k,n+1) sequence. Whether
the requirement is met or not can be checked by testing the range of q(©). Changing © (the
population of interest) may change whether the requirement is satisfied.

Ezxample 1 Consider a database of attributes of all residents of a county. Consider the set of
attributes: Q1. “location = North”; Q2. “virus X test = positive”; Q3. “gender = male”.
Suppose it is also known that, for this county, all men with virus X are in the south, and all
females with the virus are in the north. This could be determined, for example, from the number
of each gender that tested positive for the virus at the county’s medical centers, and implies
that (location = North) XOR (virus X test = positive) = (gender = male). The attributes
Q1,Q2,Q3 form a DRAS of rate %, as the value of Q3 is totally determined by the values
of Q1 and (3. The target attributes are “location = North” and “virus X test = positive”.
The queried attributes are “location = North”, “virus X test = positive”, and “gender =
male”. Q = A(q1,92) = (q1,92, 1 XORq2). We have chosen a simple example where the target
attributes are a subset of the queried attributes, but this need not always be the case.

Q3(0) serves as a parity check for the values of Q1(0) and Q2(f), or, in the communication
channel framework, as an error-correcting symbol. The target attributes may be thought of
as the “message” bits - the variables required to be transmitted by the protocol. The queried
attribute values may be thought of as the code bits - the actual variables transmitted by the
protocol. The rules of the protocol allow the data collector to design the queries, and hence
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the code and the function A, to best determine the target attribute values (the message bits)
from randomized responses (the code bits after transmission). He does this without knowing
the values of the code bits (i.e whether a particular response is 0 or 1). We wish to determine
how well he can really do.

In this paper, we do not address the element of the attacker’s choice of specific questions, simply
the pattern among them, the DRAS map A. It is a key design element of an attack. All DRAS
do not correspond to attacks. An attack requires: (a) that the map A is one-to-one and (b) a
way of estimating the value of the target attributes from the randomized responses to queries.
This leads us to the following definition of an attack:

Definition 2: A (k,n) DRAS attack for binary protocol ¢ is a one-to-one DRAS map A and an
estimation map ¥ : " — YF for estimating q(6) from ¢(Q(#)). Its rate is &

ﬁ-

The rate of an attack is its efficiency, as it is the number of target data values obtained per
query (this is typically less than one). It is clear that reducing the efficiency of an attack may
help increase the estimation accuracy.

Recognizing a DRAS, attack or not, is not trivial. If, instead of “gender = male”, Q)3 were,
“(location = North) XOR (virus X test = positive)”, it may be recognized, through extensive
record keeping, as a logical combination of previously answered queries. But in the form of
a query about gender, and in the absence of knowledge that (location = North) XOR (virus
X test = positive) = (gender = male), gender is not readily seen to be revealing information
regarding infection with virus X. Such a DRAS is fairly difficult to recognize, and hence to
counter. If the attack is recognized, the user would provide not ¢(Q1(0)XORQ2(#)), but

d(Q1(9)) XORp(Q2(0)).

We do not explicitly address recognizability in this paper. We are not aware of models of recog-
nizable attacks, and it appears that if such models existed, they could not be static, and would
not provide realistic limits to the ability of an attacker to disguise an attack. Not enforcing
non-recognizability as a requirement on the definition of an attack ensures we obtain worst-case
bounds (though perhaps not tight ones) - i.e. we assume an attacker powerful enough to always
ensure that a DRAS attack is not detectable as an attack.

5. One-to-one channel codes correspond to DRAS attacks

We use the communication channel model of the protocol to study the rates of DRAS attacks. In
this model, one-to-one channel codes, because they increase the efficiency of data transmission
over a channel, are attacks. We draw a correspondence between DRAS attacks and channel
codes, and then use the channel coding theorem to provide a bound on the rate of a DRAS
attack.

Definition 3: A (k,n) binary channel code for a binary channel (X, P(y|z),X) consists of (a) a
domain of messages, X* (b) an encoding function taking messages to codewords, f : £* — X7
and (c) a decoding function acting on all possible channel output, g : ¥ — ¥, The rate of
the code is %, the number of message bits per codeword bit.

Theorem 1: A one-to-one correspondence exists between the set of all one-to-one (k,n) binary
channel codes and the set of all (k,n) DRAS attacks.

Sketch of proof. The hard work was in the definitions, the proof is almost trivial.



1 Nov. 2002 - extended abstract in review 5

Binary DRAS attack = one-to-one binary channel code: Given the (k,n) DRAS attack of
Definition 2. While the DRAS map A takes the target attributes to the queried ones, it induces
a corresponding map on the attribute values for a parameter 6. The code map f is the map
induced on the attribute values for parameter 6, f(q(0)) = [A(q)](d) = A(q(d)). The domain
of f is ¥*, as q is such that ¢(©) covers all of X¥. The estimation map ¢ for channel ¢ is the
estimation map v for the DRAS on protocol ¢. The code is one-to-one because A is one-to-one
from Definition 2.

One-to-one binary channel code = binary DRAS attack: Given the (k,n) binary code of Defi-
nition 3, and any set of target queries q € QF, such that q(©) = ¥ let Q = f(q). Q is a
(k,n) DRAS, and f is one-to-one, hence f, with estimating function g, is a (k,n) DRAS attack
for protocol ¢ corresponding to the binary channel defined by P(y|z). O

There are as many DRAS attacks as there are error-correcting codes. Among these, is it pos-
sible for the attacker to obtain attacks that do not sacrifice rate for estimation accuracy?

6. Existence and bounds on attacks We define a reliable attack as one which can be made
to decrease estimation error by increasing the total number of queries while maintaining rate
- i.e one in which the price of increased accuracy is not a decrease in rate, but an increase in
number of attributes targeted and number of total queries.

Definition 4: A reliable DRAS attack of rate r is said to exist on a binary protocol ¢ if 3 a
sequence of (rn,n) DRAS attacks in which the maximum probability of estimation error — 0
as n — oo.

A reliable DRAS attack has quite a strong property: the probability of estimation error should
decrease to 0 as more queries are performed, but the number of target attributes per query
should remain the same and not decrease. Such an attack provides a significant benefit to
the attacker: the probability of error can be decreased at will while keeping the cost per
target attribute constant, and paying for error decrease through an increase in total number
of queries. Statistical disclosure control, defined in [1], is the ability to require a large number
of independent data points for small estimation error of a single attribute. It is considered
a desired quality of statistical database security techniques. The existence of reliable attacks
of rate r would imply that a fixed number of independent data points per independent target
attribute (%) is sufficient to decrease error as much as desired. Statistical disclosure control
would be possible only if r were small enough. Of course attacks that are not reliable would
be of interest to the attacker, but they would have a limitation: the probability of error would
have a non-zero lower bound.

Theorem 2: Given a protocol ¢, reliable DRAS attacks of rate r exist Vr < C(¢).

Proof: Follows immediately from Theorem 1, the channel coding theorem [9] (a more modern
version in [8, pg. 198]), and the observation that a good code is one-to-one.

Theorem 2 above says that DRAS attacks in which the rate remains the same (but decrease
in error is paid for by increase in number of queries) exist if the rate is below the protocol
capacity. It does not say anything about how the attacks will be constructed, and whether the
encoding and decoding functions, A and 1), are computationally feasible. Some results since
Shannon’s work help address the issue of feasibility and construction. Forney’s work, originally
published in [10] - a short summary of which is accessible in [11, pg. 129] - says that Shannon
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codes that are encodable and decodable in polynomial time (O(n*)) exist. More recent work,
that of Spielman, [12] shows how to construct linear time encodable and decodable codes that
approach the channel coding theorem’s limits. Thus, linear time constructible and decodable
DRAS attacks with rates approaching protocol capacity can be constructed.

Theorem &: Given a protocol ¢, reliable DRAS attacks of rate r do not exist for uniformly
distributed inputs and Vr > C(¢).

Proof: Follows immediately from Theorem 1 and the converse of the channel coding theorem
[9] and [8, pg. 198].

Applying Theorem 3 to the binary symmetric protocol of probability of truth 0.5 = &, with
2

channel capacity l%’ (see section 3) the upper bound on the rate of a reliable DRAS attack on

a symmetric binary protocol with uniformly distributed input and small bias 3 is O(3?).

Our results imply that channel capacity provides a measure of privacy invasion in this way: it
is the supremum of all possible rates of a reliable DRAS attack with the uniformly distributed
target attributes. Decreasing channel capacity decreases an attacker’s efficiency in a specific
manner - he needs to perform more queries per independent target attribute to decrease prob-
ability of error to zero with an increase in queries. Further, the upper bound on his rate goes
as the square of the small perturbation of the probability of truth from 0.5. We do not say
anything about other types of attacks.

7. Conclusions

We have proposed approaching randomization protocols as communication channels, and have
shown a one-to-one correspondence between deterministically-related attribute sequence (DRAS)
attacks and channel codes. We show, using the channel coding theorem, that this approach
leads to the derivation of an upper bound on the the rate of all reliable DRAS attacks. We hope
that this work will provide a framework for the study of attacks (through the correspondence
with channel codes) and counter attacks.
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