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Summary
Based on Collective Learning Systems theory, a network of adaptive learning cells has been applied to a difficult task: the detection and classification of structures and objects in images and signals. Known as ALISA (Adaptive Learning Image and Signal Analysis), this image and signal processing engine was originally designed at the Research Institute for Applied Knowledge processing in Ulm, Germany, and subsequently implemented and tested with funding from the German industrial firm Robert Bosch. In 1992 Robert Bosch granted The ALIAS Corporation in the United States the exclusive right to market industrial and professional applications of ALISA in North America. Robert Bosch holds both a German patent and a US patent on the ALISA Texture Module. 

The design of the parallel-processing ALISA system was motivated by the multi-path cortical-column architecture and adaptive functions of the primate visual cortex. The current ALISA system includes five modules: the Texture Module, the Geometry Module, the Vector Module, the Shape Module, and the Component Module. An additional module is currently under development: the Lexical Module for the language-independent analysis and synthesis of coherent textual information. 

Based on training with known exemplars, the ALISA Texture Module has demonstrated excellent detection of anomalies and classification of textures in test images. Applications include the detection of intruders in complex environments, the detection of vehicles in desert terrain, the identification of defective motors from their acoustical signatures, the detection of aneurysms in MRI heart images, and the classification of benign and malignant cells in liver samples and mammograms.

The ALISA Geometry Module classifies geometric structures in images by extracting categorical features from the texture class maps generated by the Texture Module. In one mode, the Geometry Module learns to recognize and classify a set of simple “canonical” (universal) geometric concepts, such as horizontal, vertical, slanted, curved, intersecting, interrupted, and the like. Very few training samples are required to generalize these symbolic concepts. Alternatively, the Geometry Module can be used to learn and classify “secular” (specialized) geometric concepts, such as signatures of different persons, text and graphics structures in manuscripts, different kinds of boats, open and closed doors, different kinds of coins, different kinds of fruits, different brands of batteries, and so forth.

The ALISA Component Module generalizes across a wide variety of training images of the same component(s), extracting features at several hierarchical levels of precision from pre-processed contour maps. It has been used successfully to find handguns in x-rays of briefcases, whether the guns are assembled, broken down, and/or partially obscured. An advanced method of hierarchical generalization used in this module can be extended to the other ALISA Modules as well. 

The ALISA Shape Module classifies shapes in images based on the information provided by geometry classmaps, derived from either texture classmaps or component classmaps. Having only one parameter, it can easily learn to recognize canonical shape concepts, such as isosceles triangles, trapezoids, rectangles, symmetric n-gons, convex shapes, concave shapes, etc., and secular shape concepts, such as faces, human bodies, Latin letters, bottles, cars, airplanes, etc. It has been applied commercially to the detection of trademarks for intellectual property protection. 

The ALISA Vector Module classifies signals in high-dimensional spaces based on training with vectors of feature values. Typical successful applications included the detection and prediction of faults in the Hubble Space Telescope onboard systems, and the detection of fatigue and the imminent onset of sleep in vehicle drivers.

Long-term research focuses upon the extension of ALISA to successively higher adaptive levels of cognition: textures → geometries → components →shapes → objects → scenes, using feedback from higher to lower levels for disambiguation and the assignment of symbolic value.  Research is currently underway to include an ALISA Lexical Module that will be able to carry on coherent conversations with humans on a wide and ever-increasing variety of subjects.
