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Abstract. This paper introduces a dual-mode stochastic system to au-
tomatically identify linguistic code switch points in Arabic. The first of
these modes determines the most likely word tag (i.e. dialect or mod-
ern standard Arabic) by choosing the sequence of Arabic word tags with
maximum marginal probability via lattice search and 5-gram probability
estimation. When words are out of vocabulary, the system switches to the
second mode which uses a dialectal Arabic (DA) and modern standard
Arabic (MSA) morphological analyzer. If the OOV word is analyzable
using the DA morphological analyzer only, it is tagged as “DA”, if it is
analyzable using the “MSA” morphological analyzer only, it is tagged as
MSA, otherwise if analyzable using both of them, then it is tagged as
“both”. The system yields an Fβ=1 score of 76.9% on the development
dataset and 76.5% on the held-out test dataset, both judged against
human-annotated Egyptian forum data.
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1 Introduction

Linguistic code switching (LCS) refers to the use of more than one language in
the same conversation, either inter-utterance or intra-utterance. LCS is perva-
sively present in informal written genres such as social media. The phenomenon
is even more pronounced in diglossic languages like Arabic in which two forms
of the language co-exist. Identifying LCS in this case is more subtle in particular
in the intra-utterance setting.1 This paper aims to tackle the problem of code-
switch point (CSP) detection in a given Arabic sentence. A language-modeling
(LM) based approach is presented for the automatic identification of CSP in
a hybrid text of modern standard Arabic (MSA) and Egyptian dialect (EDA)
text. We examine the effect of varying the size of the LM as well as measuring
the impact of using a morphological analyzer on the performance. The results
are compared against our previous work [4]. The current system outperforms our
previous implementation by a significant margin of an absolute 4.4% improve-
ment, with an Fβ=1 score of 76.5% compared to 72.1%.

1 For a literature review, we direct the reader to our COLING 2012 paper [4].
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2 Approach

The hybrid system that is introduced here uses a LM with a back off to a mor-
phological analyzer (MA) to handle out of vocabulary (OOV) words to automat-
ically identify the CSP in Arabic utterances. While the MA approach achieves
a far better coverage of the words in a highly derivative and inflective language
such as Arabic, it is not able to take context into consideration. On the other
hand, LMs yield better disambiguation results because they model context in
the process.

2.1 Language Model

The system uses the MSA and EDA web-log corpora from the Linguistic Data
Consortium (LDC) to build the language models. 2Half of the tokens in the
language model come from MSA corpora while the other half come from EDA
corpora. The prior probabilities of each MSA and EDA word are calculated based
on their frequency in the MSA and DA corpora, respectively. For example, the
EDA word ktyr,3 meaning much, will have a probability of 0 for being tagged
as MSA since it would not occur in the MSA corpora, and a probability of 1 for
being tagged as EDA. Other words can have different probabilities depending
on their unigram frequencies in both corpora.

All tokens in the MSA corpora are then tagged as MSA and all those in the
EDA corpora as EDA. Using SRILM [7] and the tagged datasets, a 5-gram LM
is built with a modified Kneser-Ney discounting.

The LM and the prior probabilities are used as inputs to SRILM’s disambig
utility which uses them on a given untagged sentence to perform a lattice search
and return the best sequence of tags for the given sentence.

2.2 Morphological Analyzer

All OOVs are run through CALIMA [5], an MSA and EDA morphological ana-
lyzer based on the both the SAMA [6] MA and database as well as the Tharwa
three way MSA-EDA-ENG dictionary [2]. CALIMA returns all MSA and EDA
analyses for a given word. The OOV word is tagged as “both” if it has MSA
and EDA analyses. While it is tagged as “MSA” or “EDA” if it has only MSA
or EDA analyses, respectively.

3 Evaluation Dataset

We use three different sources of web-log data to create our evaluation dataset.
The first of which comes from the Arabic Online Commentary dataset that was

2 The LDC numbers of these corpora are 2006{E39, E44, E94, G05, G09, G10},
2008{E42, E61, E62, G05}, 2009{E08, E108, E114, E72, G01}, 2010{T17, T21, T23},
2011{T03}, 2012{E107, E19, E30, E51, E54, E75, E89, E94, E98, E99}.

3 We use Buckwalter transliteration scheme,
http://www.qamus.org/transliteration.htm

http://www.qamus.org/transliteration.htm
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produced by [8] and consists of user commentaries from an Egyptian newspaper
while the second one was crawled from Egyptian discussion forums for the CO-
LABA project [1] and finally the third one comes from one of the LDC corpora
that are used to build the EDA language model. All datasets are manually an-
notated by a trained linguist using a variant of the guidelines that are described
in [3]. In this variant of the guidelines, the annotation is purely contextual, so
that if a word is used with the same sense in MSA and EDA, its label is deter-
mined based on the context it occurs in. In rare cases, where enough context is
not present, a both class is used indicating that the word could be both MSA
and EDA. Since we are not currently targeting romanized-text and named-entity
identification, we exclude all entries that are labeled as Foreign, or Named-Entity
from our evaluation, which correspond to a total of 8.4% of our dataset. More-
over, we also exclude unknown words and typos which only represent 0.7% of our
dataset. We split our dataset into a development set for tuning and a held-out
set for testing. The development-set has 19,954 MSA tokens (7,748 types), 9,771
EDA tokens (4,379 types) and 9 Both tokens (9 types). The test-set comprises
15,462 MSA tokens (6,887 types), 16,242 EDA tokens (6,151 types) and 5 Both
tokens (5 types).

4 Experimental Results

We investigate two experimental conditions: one with the morphological analyzer
as a back off turned on, the second mode has the morphological analyzer turned
off. Both conditions experiment with varying the size of the LM as follows: 2,
4, 8, 16, 28M words, respectively. We employ two baselines: MAJB, a majority
baseline that tags all words with the most frequent tag in our data set; the second
baseline, COLB, is the approach presented in [4] using the same datasets that we
used in building our language models. Figure 1 shows the Fβ=1 of both sets of
experiments against the baselines. Our approach significantly outperforms both
baselines. One surprising observation is that the Fβ=1 decreases as the size of
the LM increases beyond 4 million tokens (with a slight drop at the 8M mark).
We surmise that this is because as the size of the language model increases, the
shared ngrams between MSA and EDA increases. For example, for the 4M LM
(where we note the highest Fβ=1 score), the shared types represent 21.2% while
for the largest LM of size 28M, the shared types represent 27.6% . This causes
more confusability between the classes for larger LMs which explains the lower
Fβ=1 scores despite the higher coverage.

As expected backing-off to the morphological analyzer improves the results
especially for the smaller LMs where there is less coverage. However as the
size of the LM increases, the coverage increases and the percentage of OOV
decreases hence the morphological analyzer becomes less useful. For example, the
percentage of OOVs for the 4M LM (when not backing-off to the morphological
analyzer) is 7.2% while for the 28M LM it is 3.1%.

On the test set, the system outperforms both baselines with an Fβ=1 score of
76.5% using the best configuration (4M tokens with back off to the morphological
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Fig. 1. Weighted Average of F-Scores of the MSA and DA classes with different ex-
perimental setups against the baseline systems, MAJB and COLB

analyzer) compared to 34.7% for the majority baseline MAJB and 72.1% for our
high baseline system, COLB.

5 Conclusion

We presented a new dual-mode stochastic system to automatically perform
point-level identification of linguistic code switches in Arabic. We studied the
impact of varying the size of the language model with and without employing
a morphological analyzer as a back-off method to handle the OOV. Our best
(using the LM plus the morphological analyzer as a back-off) system achieves
an F-Score of 76.9% and 76.5% on the development and test datasets, respec-
tively. These results outperformed both the majority baseline and our previous
approach introduced in [4].
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