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Abstract— This paper considers the problem of maximizing the design of routing and packet scheduling with the

the system throughput in IEEE 802.16 broadband access qbjective of maximizing the throughput at the base station.
networks with mesh topology, and the following results are

presented. We first consider a simplified linear network

with only uplink traffic and provide an optimal scheduling ~ A. Background Work

algorithm and establish an analytical result on the length o )

of the schedule. We then consider the problem of routing Authoritative information or802.16 mesh networks can be

and packet scheduling in general topology, and show its NP- found in the official IEEE specification [1].

completeness. We also provide an ILP formulation for this . .
problem. Based on our optimal algorithm for linear networks, ~ Algorithms for wireless mesh networks have been proposed

we propose algorithms that find routes and schedules of packe in [4], [5] and [6]. While these results are not specifically
transmissions in general mesh topologies. The performanad  within 802.16 framework, the insights they provide are
o:ir propolsed akllgorithrr]ns ishanalyzed usigg tlhe Nﬁ'z simulfato helpful nevertheless. In [7], authors have presented the
-Sl—igﬁif{g;rl:tlt; bséttcévrvtrt]aﬁto:hgr sei?s%ﬁfgea|ggrﬁﬁms_ms periorm rout?ng and cer_1tra|ized scheduling depending on_different

. traffic models (i.e., CBR, VBR). The authors consider that
%W,%hgjﬁ ;ﬁj&_ﬂg%ﬁﬂgwrks Mesh Networks, e routing tree is fixed as a shortest path routing, and the

routing tree is more effective in deciding the overall per-

formance of the network. In [8], authors have presented an
interference aware routing scheme. The authors considered
The IEEE 802.16 protocol for wireless metropolitan area blocking metric of a route, which is defined as the sum
network (WMAN) has been recently standardized to meeof blocking metric of all nodes on that route. Blocking
the needs of wireless broadband access. The 802.16detric for a node is defined to be the number of nodes
also known as WiIMAX (Worldwide Interoperability for whose transmission would be blocked by that node. In [9],
Microwave Access), supports a point-to-multipoint (PMP)authors have considered the maximum parallelism in order
topology and a mesh topology. In the PMP architectureio send as many packets as possible at one time minislot.
a base station (BS) is connected to the Internet an@henever a new node comes in the network, the routing
serves multiple subscriber stations (SSs) using some tfee is adjusted again. Even though, this is the enhancement
the 802.16d standard. A subscriber station can, in turm@f [8], our simulation results suggest that the performance
serve multiple end customers using some other protocolgjay not improve significantly in terms of total transmission
such as 802.11 or 802.3. Besides PMP architecture, thne.

IEEE 802.16d provides a multi-hop mesh, which can bgy, 110], authors have proposed the usage of 802.16 mesh
deployed as a high speed wide-area wireless network. Thgsworks as a backhaul for 3G wireless network, and
mesh topology not only increases the wireless coverage, bilbnsiger the problem of minimizing the number of wireless
also provides features such as lower backhaul deploymefitys while still meeting the bandwidth demands. In [11],
cost, rapid deployability and re-configurability. authors have presented QoS for IEEE 802.16 Mesh topol-
The IEEE 802.16d MAC layer performs the standard MACogy, and admission control scheme to ensure the throughput
layer function of providing a medium-independent integfac guarantee for the high priority nodes. However, that paper
to the underlying 802.16 Physical (PHY) layer. The MACdoes not present how to schedule the packets to improve
protocol defines how and when a BS or SS may initiatéhe overall throughput.

transmission on the channel.

|. INTRODUCTION

In [12], authors have presented a routing, channel and
The 802.16 specification provides request mechanisms ftink scheduling (RCL) algorithm. In [13], authors have

bandwidth allocation, however, the detailed schedulind) anconsidered the effect of number of channels on the capacity
reservation algorithms are not specified in the standar@f network and have established tight bounds in random
Depending upon the varying channel conditions and traffioetworks. Also of relevance is [14], where the authors

demands, certain scheduling algorithms may lead to mofgave presented that in multi-hop wireless mesh networks,
efficient bandwidth usage than others. This paper addressib&re are many shortest paths that may have very poor



performance in terms of throughput and delay. Thus, ther€ontrary to the basic PMP mode, there are no separate
is motivation to select the one which also considers indownlink and uplink subframes in the Mesh mode. A
terference information as well as bandwidth requirementsnesh frame consists of a control and data subframe. The
Besides the above resources, a survey of wireless meshntrol subframe serves two basic functions. One is the
networks can be found in [15]. Theoretical foundationreation and maintenance of cohesion between the different
of capacity and maximum possible utilization in wirelesssystems, termed “network control”. The other is the coordi-

networks have been presented in [16] and [17]. nated scheduling of data-transfers between systems, derme
“schedule control”. The data frame is shared between
B. Structure of Paper centralized scheduling and distributed scheduling.

The rest of this paper is organized as follows. In SecFigure 1 depicts the 802.16 mesh frame structure. In a
tion I, we present an overview of IEEE 802.16 meshnetwork control subframe, network configuration (MSH-
mode followed by the problem statement. In Section Ill, weNCFG) and network entry (MSH-NENT) packets provide
present an optimal scheduling algorithm for linear (chainp basic level of communications for nodes to exchange
networks and establish some analytical foundations. Theggtwork configuration information. In the schedule control
foundations are used in the later sections. In Section IV, weubframe, the MSH-CSCH and MSH-CFCH packets are
show that the routing and packet scheduling problem is NRised for transmission bursts pertaining to centralized-mes
complete for general network topologies. In Section V, wesages, and the remainder is allocated to transmissionsburst
present an ILP formulation for the problem. Following that,containing MSH-DSCH packets for distributed scheduling.
several routing and scheduling algorithms are presentethe data subframe consists of minislots. Minislots, with
in Section VI. Simulation results for our algorithms arepossible exception of the last minislot in the frame, cansis
presented in Section VII. We present our conclusions i®f [(OFDM symbols/frame- MSH-CTRL-LEN x7)/256]
Section VIII. symbols, where MSH-CTRL-LEN is the length of the
802.16 mesh control frame. A scheduled allocation consists
Il. OVERVIEW OF 802.16 M=SHMODE AND PROBLEM of one or more minislots.
STATEMENT

The IEEE 802.16 provides both point-to-multipoint (PMP)B' Problem Stat t

and mesh topologies. The main difference between thg this paper, we consider the problem of routing and
PMP and mesh modes is that in the PMP mode, traffigcheduling packets based on centralized scheme, thagis, th

only occurs between the BS and SSs, while in the mes§ase station acts as a centralized scheduler for the entire
mode traffic can be routed through other SSs and cafetwork.

occur directly between SSs. The algorithm for schedulin . . Lo
the transmission between the BS and SSs, and among t /e use the following constraints for any transmission:

SSs may be done in a distributed manner, in a mannérA node cannot send and receive S'm“'ta“e‘)‘?s'y-
centralized by the BS, or as a combination of both e There may be only one transmitter in the neighborhood
' ' of a receiver.

Fixed wireless is the base concept for the metropolitag There may be only one receiver in the neighborhood of
area networking (MAN), given in the 802.16 standard. Ing transmitter.

fixed wireless, a backbone of base stations is connecte

to a public network. Each of these base stations suppor‘% € problem can then be stat(_ed as follows.

many fixed subscriber stations. These base stations use 8Ut"_19 and Packet Scheduling (RPS) Problem:We
media access control (MAC) layer, and allocate uplink an re given a graplt: = (V, E), where sety” consists of

downlink bandwidth to SSs as per their individual need ase statiomo ano! SUbSC”ber.Stat'O'{@l’7}2’ ' "U’f}’. such
on a real-time need basis. that (v;,v;) € E if and only if v; andv; are within the

transmission range of each other. §$ieeds to send (v;)
A. Mesh Mode packets to the base station. The objective is to find a feasibl
routing tree and a schedule for the packets such that the
The mesh mode supports two different physical layersaumber of timeslots required is minimized.
WirelessMAN-OFDM and WirelessHUMAN. Both of these
use 256 point FFT OFDM TDMA/TDM for channel access. ||| OpTIMAL SOLUTION FOR CHAIN NETWORK
The standards also support adaptive modulation and coding
where the burst profile of the link (i.e., modulation scheméVe consider a chain topology IEEE 802.16 multihop
and the coding rate) and the link rate is changed dependimgtwork. We only need to consider scheduling, as the
upon the channel conditions. The IEEE 802.16 has a rangeuting is fixed. We only consider uplink traffic (symmetric
of up to 30 miles, and can deliver broadband at aroundesults can also be obtained when downlink only traffic
75 megabits per second and provides for non-line of sighs considered). Consider a chain netwarkin which the
access in low frequency bands like 2 - 11 GHz. set of nodes and links ar€(G) = {vg,v1,---,v,} and
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Fig. 1. 802.16 Mesh Frame Structure

TABLE |

E(G) = {(vi,vi41) | 0 < @ < m -1}, each nodey; EXAMPLE: SCHEDULE USINGBGREEDY

(1 < i < n) is assigned a positive integer; denoting
the number of packets to be sent to the base station. Node

Time Slot | wg [ w1 [ wy [ w3 | wa [ ws |

1o denotes the base station. Let= Z?:] w;. 0 0 1 0 1 > 1
1 1 0 |0 |2 |1 |1
A. Optimal Schedule Length 2 1 jo ;1 J1 J1 j1
3 1 1 |0 [1 [2 |0
Given an uplink demand functio = (w1, - -, w,), we g g 8 2 i i 8
defineW' = (wi,---,w)) such thatw], = w, + 1 and 5 5 T o 11 T1 10
w; = w; for eachi, 1 <i < n — 1. We then establish the 7 3 0 |0 2 0 0
following result. 8 3 O |1 |1 JO |0
) ) . 9 3 1 |0 [1 [0 |O
Theorem 1: The optimal schedule length fo7’ is defined 10 ) 0 |0 [T [0 |oO
as: () Topt(W') = Top(W) + 3if w, > 0 and (ii) 11 4 0 [1 [0 Jo JoO
Topt (W') = max{Top (W) + 3,0} if w, = 0. 2 SN SR A
Proof:  Letm = )., w; and assign a serial number
i€ {1,---,m} to each packet such that numbaérs- - w,
are assigned to packets originated from numbersw; +
1,---,w; + w, are assigned to packets originated fromas (w1, w2, ws, w3, ws, ws) = (1,0,1,2,1). Table | shows
vs, and so on. Assume without loss of any generality thathe load of each node in each time slot, wheng denotes
packets1,---,m arrive in the base station in the samethe number of packets received at the base station.
order. Now, considel” in whichw;, = w, +1, and assign  thegrem 2: BGreedy algorithm produces an optimal
numberm + 1 to this new packet. schedule for any uplink demand functian , ws .. . w,,.
Supposewy > 0. Then, for any optimal schedule 6", Proof: Let us assume that BGreedy algorithm sched-

when packetn arrives in the base station in tinfg,,. (1),
packetmn + 1 arrives at node;. Hence, packet: + 1 needs
3 more time slots to arrive in the base station.

ules packets in timg (wy,ws . .. w,). We prove the opti-
mality of BGreedy algorithm using induction on the total
number of packets. Clearly, the claim is true if there is
Now, assume that,, = 0. In this case, packet+1 arrives  only one packet, as the schedule produced by the BGreedy
in the base station constrained by the previous packets afgorithm matches the optimal schedule. Let us assume that
arrives independently at the earliest time unconstrairyed kthe claim is true if the total number of packets in the system
other packets. In the first cas€&,,;(W') = Tope + 3. In is at mostN.

the second casd,,,; = n. This complete the proof of the Now consider a system with total number of packets as

theorem. B N+ 1. Without loss of generality, we assume that nege
_ _ has positive uplink demand. [Any higher numbered nodes
B. Optimal Algorithm BGreedy that have0 uplink demand can simply be ignored.]

e consider two cases: (i, = 1, and (i) w, > 1. We
Observe that in the first case, the packet from either
arrives at Base Station independently, or is constrained
by other packets. In the first case, the total number of
qlémeslots is simplyn. In the second case, the total number
8f timeslots isf (wq,wy ... w, — 1) + 3.

In each time slot, select the lowest indexed node (sa
v;) which has non-zero uplink demand;, and schedule
v; to send one packet te; ;. Then, find the second
lowest indexed node (say;) which can send data consid-
ering the interference constraints, and schedule that.no
Continue until no other node can send data. To illustrat
this idea, consider an example of a chain netwdtk We observe that using the algorithm BGreedy, in the second
wheren = 5 and the uplink demand function is given case, the last packet labelddtt1 arrives in the base station



3 slots after packet labeled arrives, and in the first case, BS usingl; — 1 nodes inl.; as intermediate nodes, (iii)
packetN + 1 arrives inn time slots. Thus, BGreedy is an E(Y, BS) = UL, E(y;, BS) where E(y;, BS) denotes a
optimal algorithm. B setof links in a linear chain of length; connectingy; to
Using Theorem 2, the following result is also established S Usingh; — 1 nodes inf,; as intermediate nodes, (iv)

) ] E(x0,ym) denotes the set of links connectiang to all
Corollary 1: If w; = Oforalli,1<i<n-1landw, >0 poges inl,,, except nodes in the sub-chain fram to bo.
such thatn > 3, thenTopt(W) = 3(777 — ].) + n. (See Figure 2 (b)), (VE(Y ym) _ Uﬁ?lE(yz ym) where
The scheduling in chain topology networks was also con¥(y;,y,,) denotes the set of links connectigh (the last
sidered in [8], where an optimal solution was presentedode in the chain connecting to BS) to all nodes in
in the form of a linear programming solution. This clearlyl,,  except nodes in the sub-chain from, to b;. (See
requires higher computational time than BGreedy algorithririgure 2 (c)), (Vi) E(Z,ym) = U, ' E(zi,ym) Where
which runs inO(m) time for scheduling packets in each E(z;,y,,) denotes the set of links connectioh (the last
time slot. More importantly, the result presented in thisnode in the chain connecting to BS, wherez! = z; as
paper is the first analytical result on this problem, and the; is connected to BS) to all nodes Ijj,, except nodes in
ideas presented here are used in formulation of algorithntee sub-chain fromy,,, to d;. (See Figure 2 (d)).

for general graphs. As we will see, these analytical result1'~;he uplink demand functioi¥ is defined such that (v;) =
are also central in the proof of NP-completeness for the . "y . ~ 3m, w(zo) = mB, w(y) =1 for 1 < i <

RPS problem in general graphs. m, and weight zero is assigned to all other nodes.

IV. NP-COMPLETENESS OF THERPS ROBLEM We call this transformed RPS instanceR&nstance.

To prove the NP-completeness of the RPS problem, we o)
present a polynomial time transformation from the well
known 3-PARTITION problem.

3-PARTITION Problem: We are given a finite setl =
{a1,---,as,} of 3m elements such that for eaéh1 <

i < 3m,a; € ZT and B/4 < a; < B/2, where B =
(Zf;”] a;)/m. The following decision problem is called
3-PARTITION: Can A be partitioned inton disjoint sets
Ay, Ay, ..., Ay, such that forl < j < m, ZaieAj a; = B?

Note that the above constraints on the element sizes imply - -
that every such4; must contain exactly three elements (a)
from A. We next proceed to show a polynomial time
transformation from an instancé to the 3-PARTITION

problem to an instance to the RPS problem.

Fig. 2. Transformation fromA to G

An instance of the RPS has three components: a set Efrom the above discussion, we make the following obser-
nodes (including the base station), a set of wireless links ' 9

(a link exists between two nodes within the communicatior\("ﬁIon (stated in Lemma 1) which W'" be useq N proving
the correctness of our transformation stated in Lemma 2.

range), and a non-negative integer assigned to each no|(_j|e
] . ere, we assume that packets from the same node (as an
(denoting the number of packets to be sent in the next

frame to the base station.) The set of nodes in the netwo&rigin.ator or an int(_ermediate node) must follow the same
G (see Figure 2 (a)) is defined a8(G) = {BS,zo} UV U route; hence, rounting must be tree-based.

ZUY UI,UlIy, where BS denotes the base statiory, = Lemma 1: Consider a sub-network @f shown in Figure 2
denotes a single node, and (i)= {v1,---,v3,}, (i) Z =  thatonlyincludes nodes, - - -, z,,, and the BS. The length
{21, zmb, (1) Y = {y1, ym}, (V) Iz = UL L of the chain connecting; to BS is such that; = 1 and
where I, denotes a set of; — 1 nodes wherd; = 1 [;=3iB—-5B—i+4 for 2 <i < n. Assumew(z;) = B
andl; = 3jB—5B —j+4 for2 < j < m, and (v) foreachi, 1 <i <m. Lets; and f; denote the time slots
Iy = UL, 1, wherel,; denotes a set ofi; — 1 nodes in which the first and the last packets framarrive at the
whereh; =4jB+ (m—2)B—j+2for1<j<m. BS. By applying outBGreedy algorithm, we then have the
The set of links are defined as(G) = {(zg,BS)} TONOWING: () s1 =1, /i = Bi (i) i = fios 42, li = 5s,
UE(V,Z) UE(Z, BS) U E(Y,BS) UE(zo,yy) andfi=3(B -1+l forz<i<m.

U EY,y.) U E(Z,yn.)}, where (i) E(V,Z) =  Proof: Conditions in (i) clearly hold. If there is no
{(vi,z;) | 1 < i < 3mand1l < j < m}, (i) interference, them = I; and ourBGreedy guarantees that
E(Z,BS) = UL, E(z;, BS) where E(z;, BS) denotes a  f; = 3(B — 1) +[; from Corollary 1. Therefore, one can
set of links in a linear chain of length connectingz; to  easily verify thats; = f;_1 + 2 for eachi, 2 <i <m. B
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Fig. 3. Schedule foti: Tsop, = hy = 5mB —2B —m+2;t, = h; =4iB+(m—2)B—i+2for1 <i<m—1;ty =mB, t; = (m+1)B,
andt; = mB + f;, where f; = 3(B — 1) 4 I; wherel; = 3iB —5B —i+4for 2 <i <mj;ands; = t;_, and f; = t;.

Lemma 2: There exists a desired partition dfif and only  Theorem 3: Routing and Packet Scheduling problem for
if there exists a schedule fdRSnstance with schedule general graphs is NP-complete.
length7s., = 4mB — 2B — m + 2.

Proof: Suppose there exists a desired partition4of V. ILP FORMULATION FOR MAXIMUM THROUGHPUT

We then construct a schedule as shown in Figure 3 witlfhe mesh network is composed of one BS and several
schedule lengtls., = 4mB — 2B — m + 2 as follows.  SSs. Let nodey, denote BS and node; (1 < i < n)

e During the firstm B time slots, packets from;, 1 <i <  denote each SS, where is number of SSs. We assume
3m, are transmitted te;'s such that each; has received that the adjacency matrix of the graph is given By
exactly B packets. (Note that nodesg’s are all interfering  where E; = E; = 1 (i.e., links are bidirectional) if
each other.) During the same duration3 packets from and only if nodes); andv; are connected, i.e., within the
zo are transmitted to the BS, and the packet in each transmission range, aribtherwise. The number of packets

1 <4 < m is also transmitted toward the BS. (Note that noto be transferred from node; to BS through uplinks is
interference exists among these packets during this periogenoted byw;. We assume that the routing tree is rooted
so each packet can continuously move.) at BS and remains fixed for the duration of one frame
» During the nextB slots, B packets frome, are transmit-  |ength. We further assume that an upper bound on total
ted to the BS. (Recall the = 1, so z, is one-hop away transmission timel is known.

from the BS.) In this period, packets from, - -, y,, are
also continuously transmitted toward the BS.

e In time slot¢; for 1 < < m as shown in Figure 3, the
packet fromy; is transmitted to the BS.

1) Variables: We introduce the following variables to
represent the routing tre€?;; is 1, if v; is parent ofv;
in routing tree, and 0, otherwise.

e The remaining packets from, - - -, z,, are continuously As the routing tree can only _be a subgr_aph of the given
transmitted toward the BS such that the last packet froriraph, we enforce the following constraint®;; < Ej;
zi, 2 < i < m, arrives in the BS in time slat;. Vie{l...n},Vje{0...n}.

Using Lemma 1, one can easily verify that the abovd\0t€ thatf;; = 1 means that node; is on the path
schedule is feasible and with schedule length equal Between the BS and nod?,l. Since each node can have
AmB — 2B — m + 2. only one parent, we havgjzo Ri;=1Vie {l...n}.

. We introduce binary variableX;,;, wherel < i < n,
Now, assume that there exists a schedule foR8astance y it S tsn

. . <7< <t<U. i i i
with schedule lengthm B — 2B —m+ 2. First, we note that O<j<n ‘."‘”dl sts U Ea_lch binary variableX;, takfas

o vtalues defined asX;;; is 1, if v; sends a packet to; via
this is a lower bound on any schedule due to the length o . . .

. . 2~ —an uplink at timet, and 0, otherwise.

the chain fromy,, to the base station. In order to achieve
this bound, the packet from,, has to travel to the BS Since there exits only one uplink at each node, we intro-
without being interrupted. This imposes restrictions that ~duce the following constraintsX;j; < R;;, wherevi €
packet from eachy;, for 1 < i < m — 1, cannot travel {l...n},Vj€{0...n},Vte{1...U}.

after time slott; due to the possible interferences with thesyppose edges, , ji) and(i., j») interfere in the specified
packet fromy,,; hence, it must arrive in the BS by the graph. In that case, these two edges cannot be part of
time slot¢;, which is also its lower bound. Also, packetsthe simultaneous transmission. The set of these pairwise
from zo must be transmitted only during the firstB time  interfering edges can be deduced from the given graph, and
slots as otherwise they will interfere with the packet fromgoes not depend on any other variables. The interference
ym- Finally, we observe that at mod packets can be constraints can be mathematically captured as follows for
transmitted from; for eachi, 1 <i <m, since otherwise || pair of edges(iy, j1), (i2, j») that interfere:X; ;,; +
additional packets will interfere with the packet fram,. Xiyjor < 1.

This establishes a desired 3 partition4gfwhich completes

the proof. m Supposew;; represents the number of uplink packets that

are to be transferred to BS and is yet remaining in the
The following theorem is now established. queue of node); at the end of the timeslot.



Next, we observe that if the node transmits a packetto; ~ B. Routing Algorithms

in timeslott, then the number of packets@tdecreases by ) ] )
1, and the number of packetswatincreases by. Thus, for We present two novel routing algorithms (Maximum Par-

each nodey;, the packet flow constraints can be specified?/lélism Routing and Min Max Degree BFS Tree), and
asiwj = w1y + 5 Xijt — o Xjue also present a generalized version of a known algorithm.
: _ ; 4.

To adequately compare these routing algorithms, we also
Suppose thatl; denotes the total number of packets thajy esent two known algorithms which have been proposed

have not yet reached root or destination nodes at the efg gy2 16 mesh networks very recently, as well as default
of timeslott¢. Therefored; may be represented as follows. routing algorithm specified in IEEE02.16 standard.

A =30 wy.
¢ = D1 Wit . _ _ ) 1) Maximum Parallelism Routing: This novel routing al-
Then the problem is to find a scheduling such thas  gorithm uses the following motivation. It is desirable to
minimized whereA; = 0. We introducelU' more binary  mayimize the parallelism, and that parallelism must take
variablesY;, for 1 < ¢ < U, and add the following he number of packets into account as well. By constructing
constraints ZU Vi =1land4; < Ag(1 —Y;) Vit € i i
L2ap=14t = t = Ao t a breadth first tree, we obtain a layered graph. We focus on

{1...U}. the set of edges between two consecutive layers. From this
These two equations together imply that exactly dhe=  Set, we can establish the pairs of edges that are interfering
1, and that must happen for some timeslot for which=  and the pairs of edges that are non-interfering. Further, an
0. edge can be assumed to be “weighted” by the number of

packets on the sender node. We select the set of edges, such
that considering pair-wise non-interfering edges in thedt s

the sum of weights on the edges is maximized. Formally,
3) Complexity Analysis. We observe that the number of supposédJ; is the set of nodes onth layer andU;, ; is the
variables, as well as the number of constraints dependt of nodes offi+1)-th layer, and the set of edges between
on U, the upper bound on the number of time slots. Aghe two layers i = {e; : 1 < j < m}. We select the set

a first order estimatel/ may be set to the time of any S C E, such that objective functiorf(S) is maximized,
feasible solution. Obviously/ < 37", w;h;, whereh; is  where f(S) = 3, . o s{w(e;) + wler) | ej,ex non-

the shortest distance from nodgto base station, since one interfering }.

possible schedule is to randomly select one packet in eaw

. . ) e also enforce the implicit constraint that the set of edges
timeslot, and schedule only that packet in that timeslot. Ihses each vertex from skt ; exactly once, but it can use
t+1 ’

can be verified that the complete problem instance Cons'sésvertex from set/; more than once. This corresponds to

2 H 4 .
of O(n” U) variables and)(n" U) constraints. the constraint that a node can have more than one child,
but can have only one parent node in the routing tree.

2) Objective Function: To find the smallest such timeslot,
we set the objective function to: Minimiz&.!" | ¢ V;.

VI. ALGORITHMS FORMESHNETWORKS We observe that maximum parallelism routing as defined

hi . ; , 4 scheduli | above has the nice property that it takes both the inter-
In this section, we focus on routing and scheduling algoge e ce graph and the traffic conditions into consideration

rithms for the RPS problem in general graphs. We prOpOSéonsequently, the maximum parallelism routing can change

two novel routing algorithms, and two novel scheduling a‘I'on the basis of change in traffic conditions, even if the inter

gorithms. For sake of comparison with other recent workeence graph does not change. We believe this observation

we also briefly mention a few known algorithms and theirig ;i) “aq in initial implementations of 802.16, interece

generalized versions. Our goal is to present new algorithmg 5 o s expected to remain fairly static, though of course

and cover the landscape of know_n algprlthm.s so thata fa{Faffic conditions vary as part of end user’s activities. $hu

comparison can be presented using simulation results. it is important for routing tree to adjust based on the traffic
conditions.

A. System Architecture 2) Min Max Degree BFS Tree: In this routing algorithm,

. . e consider a breadth first tree, such that the maximum
In our system model, the routing tree (scheduling treeg/

. . - . egree of that tree is minimized. The motivation of this
is constructed in two conditions. First, when a new node ; . . .

) . -algorithm is to combine the benefit of the shortest path
enters the network, the scheduling tree is updated acaprdi breadth first tree) with having least bottlenecks
to broadcasting messages (MSH-NCFG and MSH-NENTK g o '
from the incoming node. Then, the mesh BS recalculate®/e observe that the problem of finding a BFS tree such
the routing tree and reconfigures the network by broacthat maximum tree is minimized can be solved by treating
casting MSH-CSCH message to the subscriber stationéach pair of adjacent layers as independent. Consider
Secondly, the BS also periodically recomputes the routingdjacent layerd/; and U;11, minimum degree subgraph
tree by considering updated throughput requirements, arilat matches each vertex frob.; has a degree between

changing the routing tree if required. f“‘]{f‘ 11 and |U;41|- Thus, it can be found efficiently




usingO(log(|U;+1])) invocations of the flow maximization schedulable node, and etc, until there is no more schedu-

problem. lable node. The algorithm is presented in Table II.
3) Interference Aware Routing (Wei et al.): For comparison TABLE II

purposes, we include the interference aware routing scheme MAX TOTAL WEIGHT ALGORITHM
presented by Wei et al in [8]. In that paper, the authors

considered a blocking metric of a route, which is defined as For each time slot

the number of nodes whose transmission would be blocked fvh?e(‘frue)

by that route. Please refer to [8] for more details. n <+ maximum weighted schedulable node

4) Concurrent Transmission (Tao et al.): Also, for com- ZJG'Z {\:)Us[' L then break

parison purposes, we include the routing scheme presented endwhile _

by Tao et al in [9]. In that paper, the authors attempt onyransmit packets from all nodes

to maximize the parallelism as well as adjust the routing
tree upon change in network configuration. In the sense of
adjustment, this work is an enhancement of [8], which doe8) Max Weight: This algorithm extends Fair Queuing al-

not adjust the routing tree that has already been createdgorithm further by considering the distance of the node to

5) Improved Interference Aware Routing (Generalization ;[he BSI' It resemeISe?Greegy algo;it:Iml, aﬂd ?cﬁ]ed_ulesl, the
of Wi et al.): We extend the interference aware routing_ayer CO_T_ﬁSt to ) Irst, t gnhscde ude t. N t(w) owing filyers
scheme presented by Wei et al in [8]. In that paper, thd! turn. The maximum weighted node in the same |ayer

authors considered a blocking metric of a route, whichS scheduled first, and then the second maximum weighted
is defined as the sum of blocking metric of all nodes OrF,chedulable node is scheduled, until there is no scheaulabl

that route. Blocking metric for a node is defined to be thé1Ode in that layer. The algorithm is presented in Table IIl.

number of nodes whose transmission would be blocked by
that node. We extend this idea, and also take the number TABLE Il

of packets into account by defining the blocking metric of MAX WEIGHT SCHEDULING ALGORITHM
the nodev to be the number of blocked nodes multiplied

by the number of packets at the nodeFormally, B(P) = Fgr:a;h time slot

ngP B(”)- for (_aach layer from top to bottom

The blocking metric for a node used in [8] is:B(v) = th"ﬁ (tn::;)mum weighted schedulable node
Number of nodes blocked by. We suggest the modified if n is NULL then break

blocking metric as:B(v) = (number of nodes blocked by eﬁg(\jvﬁilttao S

v) x (number of packets at). endfor .

Finally, the path with the minimum blocking metric is e}ﬁgfm” packets from all nodes fi

selected, ag”’ = arg min B(P).

6) Random Routing: For comparison purposes alone, we

also include the random routing that is the default imple3) Line Scheduling: We further extended above algorithm
mentation mentioned in the IEEE 802.16 standard. In thisy considering fairness of each node. Since maximum
routing, a random spanning tree rooted at the base statigveighted nodes are always scheduled first, lower weighted
is selected. In the results presented by [8] and [9], randomodes may have to wait long time to be scheduled. This

routing has been used as a comparison point. algorithm schedules the network by scanning the entire net-
work using lines. The algorithm appli&Greedy algorithm
C. Scheduling Algorithms to the path to achieve optimal result. For the remaining

nodes not in the path, the algorithm applies Max Weight
In this section, we present scheduling algorithms, that aralgorithm to maximize the parallelized transmission. The
used to transmit the data using the routing tree createalgorithm is presented in Table IV.
using one of the algorithms presented in Section VI-B
All our scheduling algorithms consider one simplification
that in one timeslot, only uplink or downlink packets are
considered.

4) Random cheduling: Random scheduling algorithm is
presented solely for the purpose of comparison, as it is
the default implementation mentioned in the IEEE 802.16
standard. Further, this algorithm has been used as the
1) Fair Queuing (Max Total Weight): Instead of randomly benchmark in two recent papers [8] and [9]. Random
picking up nodes, this algorithm considers number ofcheduling randomly chooses one schedulable node in the
packets information in scheduling. It schedules the maxaetwork, schedules it and considers another schedulable
imum weighted(number of packets) schedulable node fromode, until there is no schedulable node that has not been
the entire network, in turn, schedules the next maximuneconsidered. The exact algorithm is presented in Table V.



TABLE IV

L INE SCHEDULING ALGORITHM presented in this paper. Min Max Degree BFS tree rout-

ing algorithm also performs better than previously known

For each time slot routing algorithms, and only slightly worse than Maximum
S ¢ _ _ Parallelism Routing algorithm.
I < number of leaf nodes in routing tree
”the;%‘dhel?fl node, there is a unique path to BS Comparison of various scheduling algorithms, using max-
B\dd all schedulable hodes inth path imum parallelism rc_)uting is pre_sented in_ Figure 4 (c). We
to S according toBGreedy algorithm observe that the line scheduling algorithms outperforms
Afggamﬁ]x Vl‘ﬁfchge‘i‘j'gg('jhn”;dtg&%d the other scheduling algorithms. Specifically, the three sug-
Transmit pgackets from all nodes i ggsted algorithms: Ling Scheduling, Max Weight Sphgd-
endfor uling and Max Total Weight Scheduling all perform signif-
icantly better than random scheduling algorithm.
TABLE V Comparison of combinations various scheduling algorithms
RANDOM SCHEDULING ALGORITHM is presented in Figure 4 (d). We observe that the combina-
For each Tme Siot tion of line scheduling and maximum parallelism routing
S ¢ algorithms achieves the best results.
While (there is schedulable node) . ) )
Add the schedulable node To analyze the optimality of proposed algorithms, we have
$’r‘§r‘]"£:r']'ft’ ackets from all nodes i implemented the ILP formulation presented in Section V in
endfor P the CPLEX solver. Due to the high time complexity of the
ILP formulation, we run the CPLEX using eight SSs with
total number of packets 138 in which the routing tree has 3
layers (i.e., depth 3). The optimal number of timeslots from
VII. SIMULATION RESULTS the ILP formulation is 156 while other algorithms requires

We have evaluated the performance of our algorithms bizg_(z;s timeslots. The results are shown in Figure 4 (€)

comparing the ratio of timeslots over the throughput (i.e.,
the total number of time slots used in the scheduling
divided by the total number of packets received at BS).
We extended NS-2 simulator by implementing simplified VIII. CONCLUSIONS
802.16 MAC layer protocol. In the simulation, we ignored

control subframe part of the protocol. We used a shared . ) .
data structure, that is used by nodes to share the schdd-this paper, we have considered the problem of maxi-

uling information. We assumed that exactly one packeflizing the system throughput in IEEE 802.16 broadband
is transmitted in one time slot, and all packets are serftccess nerorks with mesh topology. We f|rstly conS|d§r a
at same channel rate. We conducted simulations with ﬁv{gwear_ chain network and prowde_d an optlmal_schedullng
different scenarios. The topologies that we have consitleré/90rithm. We then showed that finding an optimal packet
are random mesh networks wiih nodes that are randomly Scheduling for a general topology is NP-complete even for
located in the test area. Since the positions of nodes afe!f€&-Pased routing. To the best of our knowledge, these

randomly generated, there exist some nodes that are nyfo results are the first analytical results for this problem
connected with BS éven through other nodes. though various interesting heuristic algorithms have been

. . . proposed in the past.
In the simulation, we assume that the packet arrivals at each

node follow Poisson distribution, and the mean intervalVe have presented routing and packet scheduling algo-
between two consecutive packet arrivals for each node [#hms, and have reasoned as to how they can provide
randomly chosen frorfi.004s and1s, since it is reasonable better performance than other known algorithms. Firstly,

to assume that some nodes may not have data to sendtle algorithms that we have presented take both interferenc

some period of time. and traffic conditions into account. Secondly, the algongh

Comparison of various routing algorithms is presented iuse known optimal soluthns fqr the _chaln topology. we
have also presented detailed simulation results using NS-

Figure 4 (a). Here, the _schedu_lmg algorithm used IS I|n% simulator. The results show that our algorithm performs
scheduling, presented in Section VI-C.3. To provide a. ... e :
. S . significantly better than other existing algorithms.
comparison that is independent of our scheduling algo-
rithms, we also present results of various routing algargh A key conclusion that has not escaped our attention is
using random scheduling in Figure 4 (b). We observéhat considering only interference is not sufficient for doo
that the Maximum Parallelism Routing algorithm performsrouting and scheduling algorithms. The traffic conditions
significantly better than other known routing algorithms.must also be utilized, and the routing should be recomputed

It performs slightly better than other routing algorithmseven if there is no change in the network configuration.
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