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High Density Workload

Challenging for the Edge to achieve line-rate response time and support high density workloads with **significantly less** hardware resources.
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**SCHED_DEADLINE**
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- Dynamic workload: ✗

Core Problem:
Schedule *tasks* instead of *packets*.
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Edge-RT achieves line-rate throughput by creating **bounded** deadline inversions:
1. Batching ($\Delta_{batch}$).
2. Periodic event notification ($\Delta_{timer}$).
3. CT-EDF ($\Delta_{window}$).

\[
d \in [d_i - \max(\Delta_{batch}, \Delta_{window}), d_i]
\]
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System Architecture

- **Kernel**
  - Composite \( \mu \)-kernel
  - Notification queue
  - CT-EDF Scheduler

- **User-level**
  - DPDK
  - FWP
  - FWP

- **Physical**
  - NIC
  - NIC
  - NIC rx
  - NIC tx

- **Hardware**

- **Composites**
  - kernel
  - Hardware
  - NIC

- **Notations**
  - NIC rx
  - NIC tx
  - DPDK rx
  - DPDK tx
  - FWP
  - flow table
  - notification queue
Evaluation

Experiment setup:

- Power Edge R740 servers.
- Two socket Intel(R) Xeon(R) Platinum 8160 CPUs @2.10GHz each with 24 cores.
- Intel X710 for10GbE NIC.
- Compare Linux, EdgeOS and Edge-RT
Evaluation

Workload description:
1. Bimodal workloads.
2. Light computation $WCET = 40\mu s, \text{deadline} = 10\text{ms}$, (Kalman filtering)
3. Heavy computation $WCET = 5\text{ms}, \text{deadline} = 500\text{ms}$, (ML inference)
4. EdgeRT $\Delta_{batch} = 8\text{ms}, \Delta_{timer} = 250\mu s$.
5. 480 clients/chains, chain length 4, 1920 FWPs in total.
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**Edge-RT: strong foundation for the real-time edge**
Questions and Comments?
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## Existing Technologies

- A summary of edge-cloud configurations

<table>
<thead>
<tr>
<th>Edge Configurations</th>
<th>Deadline-aware</th>
<th>Preemptivity</th>
<th>Client Isolation</th>
<th>Computation Chain</th>
<th>Dynamic Workloads</th>
<th>Scalability</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFS</td>
<td>not deadline-aware</td>
<td>preemptive</td>
<td>process-based</td>
<td>per-client chain</td>
<td>supported</td>
<td>&gt; 2000</td>
</tr>
<tr>
<td>DPDK + OVS/SR-IOV</td>
<td>not deadline-aware</td>
<td>non-preemptive</td>
<td>process-based</td>
<td>no chain</td>
<td>supported</td>
<td>~ 256</td>
</tr>
<tr>
<td>SCHED_DEADLINE</td>
<td>per-thread</td>
<td>preemptive</td>
<td>process-based</td>
<td>no chain</td>
<td>not supported</td>
<td>&lt; 1000</td>
</tr>
<tr>
<td>eBPF + XDP</td>
<td>not deadline-aware</td>
<td>non-preemptive</td>
<td>no isolation</td>
<td>no chain</td>
<td>not supported</td>
<td>-</td>
</tr>
<tr>
<td>EdgeOS</td>
<td>not deadline-aware</td>
<td>preemptive</td>
<td>FWP-based</td>
<td>per-client chain</td>
<td>supported</td>
<td>&gt; 2000</td>
</tr>
<tr>
<td>Edge-RT</td>
<td>per-packet</td>
<td>preemptive</td>
<td>FWP-based</td>
<td>per-client chain</td>
<td>supported</td>
<td>&gt; 2000</td>
</tr>
</tbody>
</table>