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Abstract

We propose a novel vision for roadway safety warning based on sensor networks, aiming at providing user-friendly zero-delay safety warnings
to motorists. Our idea leverages the advanced sensing, networking and storage technologies. Roadway sensors detect events and store event
records at multiple designated locations along the against traffic direction, such that the passing-by drivers can be alerted to potential dangers
or traffic delays through the wireless communication between roadway sensors and the vehicle. We design a location-centric storage (LCS)
protocol, which manages the propagation and storage of event records based on the time needed to clear the road. In LCS, the density of
the sensors storing an event record decreases logarithmically with respect to the distance to the event location. Thus, the closer to the event
position, the more number of warnings a driver may obtain. LCS is further tailored for the case of “highway” sensor networks when all sensors
are deployed along a straight line mimicking a highway, and the more complex case when two roads intersect at some place. We conduct both
theoretic analysis and simulation study to verify the performance of LCS when applied to roadway sensor networks for safety warning. The
results indicate that LCS is fair to all sensors. We conclude that roadway safety warning based on sensor networks is a promising idea for
realizing ITS’s “Zero Fatality, Zero Delay” roadway safety philosophy.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Although great effort has been made on roadway safety
warning in the United States in recent years, the total num-
ber of fatalities involved in motor vehicle traffic crash re-
mains high over the past six years, as reported in Table 1.2

This trend will be continued in the future, projected by BTS
(Bureau of Transportation Statistics) [22] and FARS (Fatality
Analysis Reporting System) [23], due to the contradiction be-
tween the increasing vehicle usage and the relatively slow road-
way construction. Furthermore, the large number of injuries
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and fatalities (Table 1) and the serious asset damage result in
enormous economic loss, which further emphasizes the impor-
tance of new technology to roadway safety.

On November 18, 2003, a novel roadway safety philoso-
phy called “Zero Fatality, Zero Delay” was proposed at the
World Congress on ITS (Intelligent Transportation Systems and
Services) in Madrid, Spain. This exciting vision represents a
new concept of the way ITS should be designed and deployed.
“Zero Fatality, Zero Delay” means that “in the future people
and goods are transported without delay, injury, or fatality by
integrated systems that are built and operated to be safe, cost
effective, efficient, and secure”. (Quoted from the news report
at the 2003 World Congress on ITS.) “Zero Delay” does not
imply the zero-time transportation. It refers to the elimination
of the avoidable delays by the efficient use of technology and
information. In this paper, we report our exploratory work to-
ward roadway safety warning based on sensor networks, an
attractive and economical idea aiming at “Zero Fatality, Zero
Delay”.
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Table 1
Killed and injured in vehicle traffic crash

1998 1999 2000 2001 2002 2003

Killed 41,471 41,611 41,821 42,116 42,815 42,643
Injured × 103 3192 3236 3189 3033 2926 2889

The application of sensor networks in ITS has not been ex-
plored because sensor network technology is still a new devel-
opment. However, sensors have already been used in highway
and traffic data collection for real-time management and control
[18,12,19]. For example, the PATH program [18,19] carried out
by UC Berkeley utilizes the data collected by roadway sensors
for automatic control at highway speed and precision docking.
Beyond this, the data collected by roadway sensors has been
used to facilitate the real-time incident estimation or prediction
[10,11]. In this paper, we consider networked sensors, which
collaboratively realize an active safety warning system to pre-
vent many of the injuries and deaths involved in vehicle traffic
crash.

The basic idea is sketched as follows. A record is built by
the home sensor observing the occurrence of some event (e.g.
fog, accident, etc.) in the roadway. This record is stored in the
databases of its home sensor and sensors that are some distance
away in against traffic direction. When a driver passes-by, a
warning signal is generated to alert him to the possible dangers
in his forward direction. We require the density of the sensors
storing a specific record decreases as the distance to the event
location increases. This mimics the placement of exit signs
along the highway: the closer the driver to his exit, the more
number of signs he can observe.

This design is motivated by the following considerations. We
would like the driver to be alerted for as many times as neces-
sary but not too many, because warning signals are annoying
interrupts to the driver. It is obvious that a nonuser-friendly
warning system may cause drivers to turn down the service.
Further, drivers should receive the right alert at the right time.
It may be useless for a driver to be notified about a serious
traffic jam after he has turned to that direction; and one does
not care about the current road condition in I-94 if he is head-
ing for MN-35W. These observations motivate our consider-
ation based on wireless sensor networks aiming at providing
user-friendly zero-delay warnings for drivers only when nec-
essary. As a counter example, the popular radio broadcasting
system throws overwhelming amount of delayed information
to all customers in its coverage area.

The focus of this paper is the record storage problem in road-
way sensor networks, which plays a key role in our vision of
user-friendly zero-delay warning. The event record should be
stored in a way such that no sensor will be overloaded, as mem-
ory budget within a sensor is stingy. We propose a distributed
data storage protocol, termed location-centric storage (LCS),
to effectively disseminate event records. We tailor this protocol
for a “highway” sensor network, when all sensors are deployed
in unit distance along a straight line mimicking a highway, and

a more complex sensor network mimicking two roadways in-
tersecting at some place. We conduct extensive simulation to
evaluate the protocol performance for both cases. Our location-
centric protocol for roadway safety warning has the following
nice features:

1. The propagation and storage of an event record are deter-
mined by the event location and the time needed to clear
the road for the event. The closer to the event location, the
larger the number of sensors storing the event; the longer
the time needed to clear the road for the event, the farther
away the record is propagated, the longer time the record is
stored in the database.

2. If the number of events detected by each sensor at a unit time
interval follows a Poisson distribution with the same mean
�, the memory space needed for record storage is evenly
distributed. In other words, no sensor will be overloaded and
the storage protocol is fair.

3. The location-centric protocol is pure localized. The prop-
agation of event records is controlled by their time-to-live
(TTL) values. Therefore, the protocol scales well to large
roadway sensor networks.

This paper is organized as follows. We first discuss our net-
work model in Section 2. Then we propose and analyze the LCS
protocol in Section 3. Related work is sketched in Section 4.
Our simulation results are reported in Section 5. We conclude
this paper with a discussion in Section 6.

2. The network model

In our consideration, the network contains roadway sensors
for data collection, and vehicle sensors for warning signal re-
ception. Roadway sensors are stationary after they are deployed
along the road. Vehicle sensors are mobile as they are placed
within each vehicle. The raw data observed by roadway sensors
goes through a preprocessing procedure to produce an event
record, if an event occurs. This roadway sensor is the home
sensor of the event record.

We assume roadway sensors (possibly with multiple modal-
ities to measure visibility, vibration, speed, etc.) are deployed
at fixed interval (1 unit) along the road. 3 We also assume the
transmission range of each sensor is a little more than 1 unit,
thus each sensor can communicate with two neighbors at op-
posite directions. For simplicity, we model each direction of a
highway as a straight line and event records propagate against
the traffic along the side that has the event, since only approach-
ing vehicles are interested in it. For the case of intersection,
event records are propagated against traffic along the road that
has the event, and at the crossing road against the directions
whose traffic may turn to the event location. Therefore, the
topology of a highway sensor network is a line graph for each

3 Note that for fault-tolerance each roadway sensor in our model can be
replaced by multiple roadway sensors deployed in close neighborhood to
form a cluster and the event records can be generated from a collaborative
signal processing procedure among these sensors.
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direction such that two neighboring sensors are separated by 1
unit in distance, and the topology for an intersection are several
line graphs “crossing” at some location.

We also assume sensors can position themselves through
GPS or other techniques such as TPS [4] and iTPS [16]. We
also assume sensors have infinite power supply (e.g. sensors
are powered by solar panels) such that energy supply is not a
problem to keep their databases refreshed. Vehicle sensors can
be powered by motor engines, as they are bundled with the
vehicle. They work collaboratively with the vehicle electron-
ics to generate appropriate warning messages based on the
information obtained from roadway sensors.

In this paper we will not delve into the preprocessing [1]
techniques for event record generation. Neither will we consider
the broadcasting in the roadway sensor network [2] and inter-
vehicle communication [8]. We assume there exists a robust
broadcasting protocol such that event records can be properly
disseminated. We focus on data storage. That is, we consider
how the event record can be stored efficiently and effectively
such that real-time warning signals can be generated based on
the entries in the database when a vehicle passes-by. We assume
records are purged from the database when their TTL values
reach 0 to free space for new events.

The event record can be computed by one robust sensor, or
by multiple collaborative sensors in close neighborhood. This
is beyond the scope of our paper. Actually roadway sensors ca-
pable of detecting fogs, traffic jam, accident, etc., are already
available [17] and the research toward high quality roadway
sensors continues to flourish [6]. Similarly we will not con-
sider the generation of alarming signals in this paper. To realize
the zero-delay safety warning based on sensor networks, as de-
scribed above, roadway sensors must have the ability to detect
the approaching vehicles, possibly through the beacon signals
disseminated by the vehicle sensors.

3. LCS: location-centric storage

In this section, we first describe the event record format.
Then we propose and analyze the LCS protocol for highway
sensor networks. Finally, we generalize this protocol to the case
of intersection.

3.1. Event record format

Each record, uniquely identified by its id, corresponds to
one occurrence of some event. The record has five other fields:
event id, location, priority, index, and TTL. The event id speci-
fies the type of the event (e.g. 0 for fog, 1 for traffic congestion,
2 for car accident, etc.). The location field consists of the ge-
ographic position of the occurrence of the event. The priority
field characterizes the seriousness of the event. It is used to tell
whether a warning signal must be generated or not. The index
value is integral, which is determined by the amount of time
needed to clear the road. The TTL value tells the sensor stor-
ing this record when to purge the corresponding entry from its
database. The record is propagated along the roadway through
the broadcasting and relaying of roadway sensors. A sensor at

designated location creates an entry for this event in its database
and generates warning signals for the vehicles passing-by.

3.2. Protocol description for highway

With the assumption that all roadway sensors are deployed
uniformly at fixed positions along each direction of a highway,
which models the one-dimensional roadway sensor network,
the protocol can be simplified as follows:

• When detecting an event, a roadway sensor at location x
creates, stores and broadcasts an event record.

• When receiving an event record, a roadway sensor stores the
record if it is located at one of the following critical positions:
x + 21 − 1, x + 22 − 1, . . . , x + 2� − 1, where � is the index
value drawn from the received record. Otherwise, the record
is dropped. In both cases, the roadway sensor broadcasts the
record if its distance to the home sensor of the event record
is less than 2�.

• After a record is inserted into the database of some sensor,
its TTL value starts to decrease and the entry containing the
record will be purged out of the database immediately after
TTL reaches 0.

• A roadway sensor sends a warning message based on its
stored records when detecting a passing-by vehicle.

Intuitively if an event with index � happens at location x, its
record will be stored at x, x + 1, x + 3, x + 7, . . . , x + 2� − 1.
By this way, we ensure our design philosophy: the closer the
driver to the event location, the more number of warning mes-
sages he may get; the longer the time needed to clear the road
for the event, the longer distance the record will be propa-
gated. With this idea of LCS, building a user-friendly zero-
delay warning system becomes realistic. An example is given
in Fig. 1.

3.3. Performance analysis

Our LCS has several nice features, which are studied in this
subsection. Again the roadway sensor network is modeled by
a straight line with one sensor placed at each integral position
and neighboring sensors separated by unit distance.

Theorem 3.1. If two records, produced by two different road-
way sensors at locations x and y, respectively, are stored and
disseminated in the one-dimensional sensor network following
the LCS protocol, then at most one roadway sensor will store
both of them.

Proof. Without loss of generality, we assume x < y. We also
assume when the second record is generated, the first one is still
alive. Otherwise, the theorem holds trivially. Let the indices of
the two records be �x and �y , respectively. Then, the storage
locations for records x and y are {x, x+1, x+3, . . . , x+2�x −1},
and {y, y + 1, y + 3, . . . , y + 2�y − 1}, respectively.

For contradiction we assume there are two roadway sensors
that store both records x and y. Let a1 and a2 be the exponen-
tials that determine the two locations for record x. The two
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Fig. 1. An example location-centric storage scenario. Three event records with indices of 4, 3, and 4 are generated at locations 0, 2, and 4, respectively (indicated
by the black circle, triangle and square). The empty circles, squares and triangles represent the copies of the records stored at the corresponding positions.

exponentials b1 and b2 for record y are defined similarly. We
have

x + 2a1 − 1 = y + 2b1 − 1, (1)

x + 2a2 − 1 = y + 2b2 − 1. (2)

Without loss of generality, we assume 0�a1 < a2. Thus
0�b1 < b2. Since x < y, we have a1 > b1 and a2 > b2.

From Eqs. (1) and (2), we obtain

2a1 − 2b1 = 2a2 − 2b2 , (3)

which gives

(2a1−b1 − 1) = 2b2−b1(2a2−b2 − 1). (4)

Obviously the left-hand side of Eq. (4) is odd but the right-
hand side is even, since b1 < b2, a1 > b1, and a2 > b2. This
is impossible. Therefore, the number of roadway sensors that
store the same pair of records is at most one. �

Theorem 3.1 indicates that no matter how big the index value
of a record can be, there will be at most one sensor that stores
the same pair of records in the sensor network. However, the
index value determines how many copies of the record that can
be stored and to what distance the record can be propagated
in the roadway sensor network. Therefore, it still affects the
storage space at each sensor, as indicated by Theorem 3.2.

Theorem 3.2. Assume broadcasting takes no time. Let � and
T be the average index value and average TTL value for all
events, respectively, where T is a positive integer that represents
T units of time. Also assume that at any sensor, the number of
events detected during one unit time, denoted by N, follows a
Poisson distribution with the same mean �. If two N’s obtained
at two different sensors or at the same sensor but from two
different unit times are independent, then the average number
of records stored at each roadway sensor is �(� + 1)T .

Proof. Consider the sensor located at y. It is easily seen that
at any instant time t, this sensor will record only those events
arriving at sensors at x = y + 1 − 2i for i = 0, 1, . . . , � during
the time interval [t − T , t]. Let Nij be the number of events
arriving at the sensor located at x = y + 1 − 2i during the jth
unit time interval [t −T + j −1, t −T + j ] for i = 0, 1, . . . , �

and j = 1, 2, . . . , T . Then the number of events at the sensor
located at x = y + 1 − 2i during the time interval [t − T , t]
is Wi = ∑T

j=1 Nij . Therefore, at any time t, the number of
records stored at the sensor at y equals W = ∑�

i=0 Wi =
∑�

i=0
∑T

j=1 Nij . It follows from the independence among N’s
that W has a Poisson distribution with mean equal to �(�+1)T .
This completes the proof. �

Theorem 3.2 indicates that each roadway sensor stores about
�(�+1)T number of records at any instant of time. This means
that the average storage space at each sensor has nothing to
do with the size of the roadway sensor network. Therefore,
our protocol scales well. Note that since the broadcasting of
each record is controlled by the index and the home location
of the event, our protocol is efficient in energy and bandwidth
utilization.

Theorem 3.3. Let � be the average index for all kinds of events.
Then the average number of broadcastings per record is 2�.

Proof. If the record with index � is generated at location x, it
will be propagated along the roadway until the roadway sen-
sor at location x + 2� − 1 captures it. This sensor will stop the
broadcasting of the message containing the record. All inter-
mediate sensors, including the sensor at x, will broadcast once.
Therefore, the theorem holds. �

Based on Theorems 3.2 and 3.3, our LCS is efficient in net-
work resource (power, bandwidth, memory) utilization. Fur-
ther, LCS is fair to all roadway sensors in resource utilization,
as long as the events are randomly and independently gener-
ated. This is an intrinsic difference compared with data-centric
storage [13,14], which creates storage hot spot even when the
number of events in the network is low. Note that the compu-
tation overhead for record generation is not discussed in this
paper. We refer the readers to literatures related to advanced
roadway sensor designs [7].

3.4. Intersection consideration

In this subsection, we will consider the intersection of two
roads, which cannot be simply modeled as a one-dimensional
line graph. Note that our analysis can be easily extended to
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the more general case when multiple roads intersect at one
location.

We assume sensors are placed at equal interval along road X
and road Y intersecting at location (CrossX, CrossY), as shown
in Fig. 2. An event occurs at (p, CrossY) where the traffic is
heading west. The corresponding event record with an index
value of � will be generated, and then propagated and stored
based on the following protocol:

• When detecting the event, the roadway sensor at location
(p, CrossY) (or the sensor that is the closest to the event
location (p, CrossY) among its neighbors) creates, stores
and broadcasts an event record.

• As shown in Fig. 2, when receiving an event record, a road-
way sensor at location (x, y) stores the record if it is located
at (or it is the closest among its neighbors to) one of the
following critical positions:
◦ y = CrossY and x = p+21−1, p+22−1, . . . , p+2�−1

if the sensor is to the east of (p, CrossY) along X . The
event dissemination direction is towards east.

◦ x = CrossX and (y − CrossY) + (CrossX−p) = p + 21

−1, p+22 −1, . . . , p+2�−1 if the sensor is to the north
of (CrossX, CrossY) along Y . The event dissemination
direction is towards north along Y .

◦ x = CrossX and (CrossY − y) + (CrossX − p) = p + 21

−1, p+22 −1, . . . , p+2�−1 if the sensor is to the south
of (CrossX, CrossY) along Y . The event dissemination
direction is towards south along Y .

Otherwise, the record is dropped. Following this, when an
event occurs on road X , the event records will be distributed
not only along road X , but also along road Y within the
distance of 2� from the home sensor.

• So does an event occurred on road Y .

Note that even if a sensor is not located at the same road as
the home sensor, it still determines whether or not to store the
event record by checking the Manhattan distance to the home
sensor. Following this idea, we are able to retain our design
philosophy: the closer the driver towards the event location, the
more number of warning messages he may get; the longer the
time needed to clear the road for the event, the longer distance
the record will be propagated. In Section 5.2, we will study the
performance of this protocol through simulation.

4. Related work

In this subsection, we briefly survey the related work along
two lines: the application of sensor technologies in roadway
safety warning and the data storage techniques in sensor
networks.

Current roadway warning systems have already exploited
advanced sensor technologies [6,7,25], such as microwave
presence-detecting radar, doppler microwave radar, laser radar,
active/passive infrared, ultrasound, acoustic array, magnetic,
video image processor, inductive loop detector, fog sensing,
etc., for intersection control [5], freeway incident detection
[12], traffic congestion monitoring [3], ramp and freeway-to-

Intersection
(CrossX, CrossY)

Event
(p, CrossY)

Event Dissemination

Direction

Traffic Direction

Car

Road X

R
o
a
d
 Y

North

South

West East
X

Y

(CrossX, CrossY)

(0.0)

Fig. 2. Road X and road Y intersect at location (CrossX, CrossY). An
event occurs at location (p, CrossY). Dotted arrows indicate the event record
dissemination directions. Solid arrows indicate traffic directions.

freeway metering [21], lateral control [9], traffic data collection
[20], weather and highway condition detection [26], etc. These
systems rely on the data collected by sensors for their manage-
ment and control. None of them considers the networking of
sensors. As a contrast, our vision of user-friendly zero-delay
roadway safety warning is based on sensor networks that can
collect, disseminate and store updated information for traffic
alert.

There exist several data storage techniques in wireless sen-
sor networks: local storage, external storage, and data-centric
storage [15]. In local storage, data is stored locally at the home
sensor and it is short-lived. In external storage, data is sent to
the outside access point where it can be further processed as
needed. In data-centric storage, data is stored by name/location.
A geographic hash table (GHT) based data-centric storage [14]
maps the data of the same type (name) to a fixed location in
the sensor network. As analyzed by [14], when the number of
events and the number of queries are both high, external stor-
age performs better in energy consumption. When both are low,
internal storage is better. In other cases, data-centric storage
outperforms both external and local storage. For our applica-
tion scenario, none of these storage techniques is applicable.
The proposed location-centric storage selects sensors to store
an event record based on their distance to the home sensor and
the index of the event.

5. Simulation

In this section, we report the performance of our LCS pro-
tocol by simulation. We will consider both cases: the highway
case and the intersection case.
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Fig. 3. (a) MaxStorage and AvgStorage vs. simulation time t when � = 0.0016, 0.0256, and 0.1024. (b) MaxStorage
AvgStorage vs. simulation time t when

� = 0.0016, 0.0064, 0.0256, 0.1024, and 0.4096.

5.1. Case I: highway

In this simulation, 2500 nodes representing roadway sensors
are deployed in a straight-line mimicking a one-dimensional
highway system. These sensors are placed in equal interval with
sensor i residing at location i. A sensor at location j broadcasts
a record generated by sensor i if j � i and j < i + 2� − 1,
where � is the index of the event. This record will be stored in
the databases of sensors i, i + 1, i + 3, i + 7, . . . , i + 2� − 1.

We assume message delivery is instantaneous and error free.
Whenever a sensor detects an event, a record with index �
will be generated immediately. In our simulation, the number
of events detected by each sensor per second (event arrival
rate) follows a Poisson distribution with the same mean �. This
means that the occurrences of events are independent within
each sensor, and the probability of event detection is the same
for all sensors. We set event arrival rate � = 2i × 10−4, where
i = 0, 1, . . . , 12. The index � and the TTL value are randomly
chosen from [0, 8] to [1, 1000] s, respectively. TTL decreases
by 1 at each second after the record is inserted into the database
and a record is removed from the database immediately after
its TTL reaches 0.

The total simulation time is set to 2000 s. We count the num-
ber of records stored within each sensor at every second. All
simulation results are averaged over 20 runs.

To measure the performance, we use the ratio MaxStorage
AvgStorage .

Let Ni(t) be the number of records stored by sensor i,
i = 1, 2, . . . , 2500, at time t. Then

MaxStorage(t) = max2500
i=1 {Ni(t)}, (5)

AvgStorage(t) =
∑2500

i=1 Ni(t)

2500
, (6)

for t = 1, 2, . . . , 2000. MaxStorage(t) reflects the worst
case for storage at time t among all sensors in the network;
AvgStorage(t) is the best case when all records are perfectly
distributed among all sensors in the network. The ratio of
MaxStorage and AvgStorage illustrates the fairness of our LCS
protocol in a roadway sensor network. A higher ratio indicates
the existence of storage hot spot, which may cause the roadway
safety warning to fail if the storage space is overflowed.

Fig. 3(a) illustrates MaxStorage and AvgStorage vs. simula-
tion time t for � = 0.0016, 0.0256 and 0.1024, respectively.
This figure indicates that both MaxStorage and AvgStor-
age become stable after t = 800 s. We also observe that
a larger � results in higher MaxStorage and AvgStorage.
Fig. 3(b) reports MaxStorage

AvgStorage vs. simulation time t for � =
0.0016, 0.0064, 0.0256, 0.1024, and 0.4096. It reveals that the
ratios drop quickly after simulation starts and become stable
after t = 300 s. It takes a little bit more time for the ratio
to become stable when event arrival rate is low. For different
�, even though the ratios are not the same, they are close to
each other. We notice that the higher the event arrival rate, the
lower the ratio. This indicates that our LCS protocol is fairer
for higher traffic load. From Fig. 3(b) we conclude that the
storage space needed by each sensor is fairly distributed for a
wide range of event arrival rates.

For each �, we also compute max2000
t=1000{MaxStorage(t)} and

average2000
t=1000{AvgStorage(t)}. Their ratio, denoted by �, vs. �

is reported in Fig. 4(a) and Table 2. Note that we choose the
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Fig. 4. (a) The ratio MaxStorage
AvgStorage vs. � × 104. (b) Storage space occupied by sensor 1250 during the simulation time when � = 0.1024.

Table 2
The ratio � vs. �

� 0.0001 0.0002 0.0004 0.0008 0.0016 0.0032 0.0064
� 13.7416 8.5873 5.6529 4.3732 3.1203 2.5103 1.9229

� 0.0128 0.0256 0.0512 0.1024 0.2048 0.4096
� 1.7297 1.4493 1.3145 1.2205 1.1691 1.1138

simulation period [1000, 2000] since after t = 800 s the max-
imum and average storage spaces become stable, as indicated
by Fig. 3(a). Based on Fig. 4(a) and Table 2, as event arrival
rate increases, the ratio � drops below 2 quickly, which means
that the worst case is close to the perfect case with higher �.
Fig. 4(b) demonstrates the occupation of the storage space dur-
ing the simulation time for the sensor 1250, which resides in
the middle of the simulated roadway sensor network. In this
scenario � = 0.1024, once again we notice that storage usage
becomes stable after t = 800 s.

5.2. Case II: intersection

To evaluate the performance of our LCS protocol around
intersections, we exploit the same metrics defined in Subsection
5.1: the ratio MaxStorage

AvgStorage and the storage load. Similarly we take
the same assumptions: the roadway sensor network supports
error free and instantaneous message delivery.

Obviously, the closer to the intersection, the higher the event
arrival rate. Thus, the Poisson distribution of event arrival rate
with the same mean � cannot be applied here. In order to de-
scribe the trend of event arrival rate around the intersection, we
assume different Poisson distributions at different locations. In
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Fig. 5. At the intersection (50, 50), sensors have the highest event arrival
rate; around the intersection, as the distance to the intersection increases
from 0 to 50 units, event arrival rate falls down from 10� to � following an
exponential distribution.

our simulation, we consider a roadway system containing two
roads intersecting at location (50, 50). As the distance from the
intersection increases from 0 to 50, the mean value of the event
arrival rate falls down from 10� to � following an exponential
distribution, as shown in Fig. 5. Beyond the distance of 50 units
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away from the intersection, event arrival rate follows the
Poisson distribution with the same mean �. Thus, rather than
measure all the sensors through the network, we choose to
evaluate only the sensors around which the event arrival rates
follow different Poisson distributions, namely the sensors
within the distance of 50 units away from the intersection, as
illustrated in Fig. 5.

In this simulation scenario, 100 nodes representing roadway
sensors are deployed along X and Y , respectively, at equal
interval, as indicated in Fig. 5. We set event arrival rate � =
2i×10−3, where i = 0, 1, . . . , 8. The index � and the TTL value
are randomly chosen from [0, 6] and [1, 100] s, respectively.
The TTL value decreases by 1 every second after the record
is inserted into the database, and stops decreasing when the
TTL reaches 0. Then this record is removed from the database
immediately.

The total simulation time is set to 200 s. During simulation,
we check and count the amount of records stored within each
sensor every second. All simulation results are averaged over
100 runs.

MaxStorage and AvgStorage vs. simulation time t for � =
0.0016, 0.032, and 0.064, respectively, are plotted in Fig. 6(a).
We notice that both MaxStorage and AvgStorage become sta-
ble after t = 100 s. Similarly, the larger the �, the higher the

MaxStorage and the AvgStorage. Fig. 6(b) reports MaxStorage
AvgStorage

vs. simulation time t for � = 0.002, 0.008, 0.032, and 0.256,
respectively. This figure illustrates the following analogical re-
sults as in the simulation for the case of highway: the ratios
drop quickly after simulation starts and become stable after

t = 60 s; the higher the event arrival rate, the lower the ra-
tio and the faster the ratio becomes stable. We also notice that
MaxStorage
AvgStorage drops to 4 quickly as the event arrival rate increases,
as shown in Fig. 7(a).

Fig. 7(b) indicates that the farther away from the intersection,
the less number of records the sensors store. Since sensors
around the intersection have higher event arrival rates, they
generate more records to some locations. Thus, the trend of
storage vs. location are not smooth at these locations, as shown
in Fig. 7(b). This figure also reveals an exciting feature of
our LCS protocol: the parts of the road with traffic direction
towards the intersection store more records than the parts of
the road with traffic direction against the intersection. This
accords with our common sense of roadway warning: the driver
towards the intersection needs the warning information around
the intersection; when he/she passes the intersection, he/she
does not need the information around the intersection.

6. Conclusion and discussion

This paper presents a novel idea of safety warning based
on roadway sensor networks. We propose an LCS protocol,
which plays a significant role in our vision of roadway safety
warning. Theoretical performance analysis and simulation
study indicate that our protocol can achieve approximately
optimal performance in storage space utilization. This protocol
is purely localized, thus scales well to large roadway sensor
networks. Our idea is an attractive way to approach the ITS’s
“Zero Fatality, Zero Delay” roadway safety philosophy.
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Note that the LCS protocol proposed for one-dimensional
roadway sensor networks can be extended to two-dimensional
surveillance sensor networks. We target this generalization as
a future work.
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