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Abstract. Pocket switched networks (PSNs) take advantage of human
mobility to distribute data. Investigations on real-world trace data indi-
cate that human mobility follows a simple reproducible pattern: a hu-
man being usually visits a few places at high frequencies. These most
frequently visited places form the home of a node, which is exploited
in this paper to design two HomE based ROuting (HERO) algorithms.
In the basic HERO, the first encountered relay whose home contains
the place where the destination resides is selected to deliver the data.
The enhanced HERO, on the other hand, continuously selects a better
relay that visits the destination place at a higher frequency. In both al-
gorithms, each node only needs to maintain and exchange its relatively
stable home information and/or the corresponding visiting frequencies;
therefore no global networking information and no frequent informa-
tion update are needed, resulting in a low burden on the network due
to its low communication and storage overheads. Moreover, HERO in-
volves only simple arithmetic operations, thus causing little computation
overhead at the mobile nodes. The simulation results indicate that both
HERO algorithms outperform the state-of-the art.
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1 Introduction

PSN is a new networking paradigm that makes use of human mobility to provide
occasional contact opportunities for mobile devices to deliver data. It falls into
the category of delay/disruption tolerant networks (DTNs). PSNs inherit some
traits from DTNs such as intermittent connectivity, limited network capacity,
and energy and storage constraints of the participants. These traits require PSN
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applications to be delay/disruption tolerant and make store-carry-forward the
mainstream communication mode for data delivery. In a typical PSN, mobile
nodes1 serve as relays to physically carry the data and forward it opportunisti-
cally upon contacting with others. Hence, relay selection is a key problem, which
directly affects the efficiency of PSN data delivery.

Whether a node is a good relay in a PSN depends on the connectivity between
the node and the destination. Nevertheless, it is a challenge to measure such
a connectivity because node mobility makes it nondeterministic and dynamic.
Moreover, relay selectors in a PSN are regular nodes with limited resources
(storage, computation capability, battery power, etc.), and hence the burden of
a selector for computing or comparing the connectivity with the nodes it contacts
increases with the rapidly growing number of portable devices in the network.
Therefore an effective and efficient routing strategy should place a low burden
on the nodes and should be scalable. To achieve this goal, the routing strategy
should satisfy the following three design requirements: i) no global knowledge
maintained at each node; ii) no frequent information update at each node; and iii)
low computation and storage overheads on each node. As indicated in Section 2,
none of the existing routing strategies designed for PSNs could simultaneously
satisfy all these three requirements.

In fact, the traits of PSNs are rooted from human mobility, which can simplify
the routing decision. Our investigation [1] on the real world data reveals that
human mobility has an important characteristic, namely, a high degree of spatial
regularity. To be specific, each node has a significant probability of returning to
a few highly frequently visited places. Taking into account the spatial regularity
of human mobility, we propose two HomE based ROuting (HERO) algorithms
for PSNs, with each placing at most one copy of a data in the network at any
instant of time. Our algorithms introduce a concept of home, which is a set of
places a node often visits. Because the probability that a node comes back home
is high, the node can successfully deliver the data to the destination at a high
probability if its home includes the place where the destination resides.

The basic HERO relies on the first encountered relay whose home contains
the place where the destination resides to deliver the data. The enhanced HERO
continuously changes the relay if a new one with a higher visiting frequency to
the destination place is met. These two HERO algorithms have the following
characteristics, which demonstrate that they do scale well, and do cause low
burden on the network.

1) HERO requires no global networking knowledge maintained at each node,
which results in low storage and communication overheads. Existing routing
schemes such as [2–5] force each node maintain an entry for every other node
in the network, while [6, 7] require each node to keep the global routing in-
formation and update it whenever the network topology changes. Compared
to them, HERO orchestrates the spatial regularity of human mobility to de-
termine the relay based on the local information, i.e, the most frequently
visited places, which incurs little overhead.

1 In our paper, a node refers to a human being.
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2) HERO requires no frequent information update. In HERO, each node main-
tains the list of the most frequently visited places, which is relatively stable
in a dynamic network environment. Moreover, this maintained information
is relatively integral and precise, which results in infrequent updates. In some
DTN routing algorithms such as those proposed in [6, 7], each node infers
the global routing table (made up of a series of relays) from its local ob-
servations. Due to the locality constraint of each node, the global routing
table may not be integral, correct, or consistent. As a result, the nodes may
respond differently or even improperly.

3) HERO owns the distributed trait. Many existing PSN routing schemes such
as those proposed in [8–10] employ a central node to bridge different com-
munities, which may become the potential bottleneck. In HERO, no central
role is involved. Hence, HERO is distributed in nature.

4) HERO is simple and effective. HERO involves only simple algebraic oper-
ations, resulting in low computation overhead. Moreover, HERO does not
rely on any complicated or unrealistic human mobility model. For example,
it does not require nodes to have strict repetitive motions such as in [11]
or require the inter-contact time between two nodes to follow a specific dis-
tribution. Our simulation study based on the Dartmouth College mobility
trace data validates its effectiveness and practicability.

It is worth noting that though the basic and enhanced HERO algorithms are pre-
sented as single-copy data delivery techniques for PSNs, their relay selection rules
can be generalized naturally to get multi-copy versions. In this paper, we inves-
tigate the relay selection rules for single-copy data delivery because we want to
clearly demonstrate how home can help to improve the efficiency of data delivery
without relying on the redundancies caused by multiple copy data delivery.

The rest of the paper is organized as follows. Section 2 presents the related work
while Section 3 elaborates on our HERO model. The basic and enhanced HERO
algorithms are detailed in Section 4. Our conclusions are presented in Section 6.

2 Related Work

PSNs fall into the DTN category. Hence we first briefly review the major DTN
routing algorithms in this section. Following that we address the popular routing
algorithms designed for PSNs.

Existing DTN routing algorithms are classified into two categories: determinis-
tic and stochastic. Deterministic approaches [12, 11, 13, 14] provide deterministic
routing decisions assuming that some kinds of network connectivity information
are known a priori. Jain et al. [12] modify Dijkstra’s algorithm to compute
the DTN routes (made up of a series of relays) when the network connectivity
patterns are known. DHR [11] is a hierarchical routing framework based on the
assumption that nodes in a network are either static or with strict repetitive mo-
tions. Conan et al. [13] minimize the delivery time given that the inter-contact
interval between every pair of nodes is known. Gao et al. [14] formulate the prob-
lem of routing for multicast in DTNs as a unified knapsack problem assuming
that the contact rate between any two nodes in the network is given.
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Due to the uncertainty and dynamism of a DTN, it is challenging to ob-
tain the network connectivity information. Hence, deterministic approaches are
hard to implement in practical applications. This stirs the research of stochastic
approaches [2, 3, 5, 15, 7, 16, 10].

PROPHET [2] uses the past encounters to predict the delivery probability.
In FRESH [3], a node needs to keep a record of its most recent time meeting
with each of the other nodes. Any node that encounters the destination more
recently than the source can be selected as a relay. Gao et al. [5] exploit the
transit contact pattern for each node, through which a node with a higher contact
chance is selected as a relay. Liu and Wu [15] model the network as a probabilistic
time-space graph and propose an expected minimum delay algorithm.

MaxProp [7] determines which data is transmitted or deleted from the buffer
according to the delivery likelihood, whose computation requires each node i
to keep track of f i

j , the probability of the next meeting node being j. Dang
and Wu [10] propose a cluster-based routing algorithm, in which nodes within
the same cluster communicate directly while two nodes belonging to different
clusters utilize gateways to relay the data.

Epidemic [16] selects relays randomly. It disseminates a large number of copies
of each data in order to enhance the delivery ratio, which incurs a heavy com-
munication overhead. To trade off between the communication overhead and the
delivery ratio, a utility-based spraying method is proposed in [4], which requires
each node i to maintain a utility function Ui(j) for every other node j in the
network and selects relays according to the utilities of the nodes.

Because PSNs are formed by human beings, their data delivery efficiency
can be greatly enhanced by taking advantage of the traits of human behaviors.
According to the traits of human behaviors an algorithm employs, social-based
and location-based approaches are proposed, with the former making use of the
sociality of human beings while the latter utilizing the spatial characteristics of
human mobility to select relays.

BUBBLE [8], SimBet[9], SocialCast [17], user-centric dissemination [18], and
SANE [19], are social-based mechanisms, where a more popular person has a
higher chance to be utilized as a relay. MobySpace [20] is a location-based ap-
proach. It selects a node with a similar mobility pattern to the destination as
the relay. The mobility pattern of a node is characterized by its probabilities of
visiting all locations in the network.

3 The HERO Model

In this section, we introduce the HERO model in detail.
HERO divides the whole PSN area, denoted by Ω, into multiple zones Zi,

with ∪Zi = Ω and ∩Zi = ∅. These zones can have any shape. Each zone Zi is
identified by its center coordinates (xi, yi).

HERO can employ various methods for its nodes to figure out the center
coordinates of a zone. For example, the center coordinates of a zone can be
broadcasted by the access points or access routers in an infrastructure-based
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network; or they can be determined based on a mapping function if the node is
aware of its own physical location.

As we have articulated earlier, human mobility follows a simple reproducible
pattern: one usually visits one or a few zones at a high frequency. These fre-
quently visited zones form the home of a node:

Definition 1 (Home). The home of a node i, denoted by Hi, is the set of zones
it usually visits.

Home is the base of HERO. Thus it is critical to determine the home for each
node. There exist two simple strategies: i) a node can statically configure the
zones it usually visits as its home; and/or ii) it can dynamically add a zone to
its home once the visiting frequency of the zone is larger than a given thresh-
old. Similarly, a zone can be deleted from a node’s home either statically or
dynamically.

We assume that any two nodes located at the same zone can communicate
directly with each other. In our HERO algorithms, once two nodes contact,
they exchange their home information. A relay can be selected according to the
distances between the zones of its home and that of the destination. Some related
definitions are given as follows:

Definition 2 (Neighbor set). The neighbor set of node i, denoted by Ni, is
the set of nodes that can communicate directly with i.

Based on our assumption, all the nodes covered by the zone where i resides
belong to Ni. More generally, Ni includes the nodes in a neighboring zone that
can communicate with i directly. Note that i /∈ Ni.

Definition 3 (Destination zone). The zone the destination currently resides
is the destination zone, denoted by Zd.

Definition 4 (Distance between home and destination). The distance
between the home of node i, Hi, and the destination zone Zd is the minimum
distance between Zd and any zone in Hi, i.e., ‖Hi−Zd‖ = min{‖Zi−Zd‖ | Zi ∈
Hi}.
Definition 5 (Home node). Node i is called a home node of a data with
destination zone Zd if ‖Hi − Zd‖ = 0.

4 HERO Algorithms

In this section, we propose the basic and enhanced HERO algorithms.

4.1 The Basic HERO Algorithm

When the source cannot directly communicate with the destination, the basic
HERO algorithm selects a home node of the data as a relay. This relay is the only
one for the data: once the relay receives the data, it never delivers to other nodes
except the destination. The process of the basic HERO is given in Algorithm 1,
where the function send(B, i) indicates that the data B is sent to node i.
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Algorithm 1 The Basic HERO Algorithm

Require: Ns: the neighbor set of the source s; Zd: the
destination zone; Hi: the home of node i.

1: repeat
2: Update Ns

� If destination d is in the neighborhood, deliver
directly;

3: for each node i ∈ Ns do
4: if i = d then
5: send(B, i), return
6: end if
7: end for

� If the source is a relay, no other relay node needs
to be selected;

8: if ‖Hs − Zd‖ = 0 then
return

9: end if
� If locating a home node of the data in the

neighborhood, selects this node as a relay;
10: if ∃i ∈ Ns, s.t.‖Hi − Zd‖ = 0 then
11: send(B, i), return
12: end if
13: until the data expires

:

4.2 The Enhanced HERO Algorithm

The basic HERO is simple and naive. Based on it, many variants can be produced
to enhance the efficiency of data delivery. In this subsection, we elaborate an
enhanced HERO algorithm that takes into account the visiting frequency of a
node to a zone. As the visiting frequencies to the zones in a home are different,
we introduce the concept of visiting intensity to depict this trait:

Definition 6 (Visiting intensity). The visiting intensity of zone Zj by node
i, denoted as Vij , is the visiting frequency of node i to zone Zj within a unit
time.

The enhanced HERO is a single-copy multi-relay mechanism based on the con-
cept of home. In this algorithm, once two nodes contact, they exchange their
home and visiting intensity information. The main idea of the enhanced HERO
is to continuously find the relay whose probability to visit the destination zone is
higher than that of the node currently carrying the data. When a source cannot
communicate with the destination directly, it delivers the data to a home node
in its neighborhood whose visiting intensity is the highest. If this node meets an-
other home node whose visiting intensity is higher than other neighboring home
nodes and itself, it delivers the data to this home node and discards the data
itself. The detailed description of the enhanced HERO is shown in Algorithm 2.



26 S. Wang et al.

Algorithm 2 The Enhanced HERO Algorithm

Require: Ni: the neighbor set of node i; Zd: the destination
zone; SHi: the set of home nodes met by the node i; Vij :
the visiting intensity of node i to zone Zj .

1: repeat
2: Update Ni � Node i may be the source or a relay;
3: for each node j ∈ Ni do
4: if j = d then
5: send(B, j), return
6: end if
7: Update Nj

8: end for
9: SHi ← {j ∈ Ni | ‖Hj − Zd‖ = 0}

10: if SHi 	= ∅ then
� Select the neighbor k with the highest visiting

intensity to Zd;
11: if ∃k ∈ SHi ∧ (VkZd

> ViZd
) ∧ (VkZd

≥ VhZd
for

∀h ∈ SHi\{k}) then
12: send(B, k), return
13: end if
14: end if
15: until the data expires

:

Note that both the basic HERO and the enhanced HERO are inherently based
on the following assumption: the destination stays at Zd during the process of
data delivery. This assumption is reasonable especially when nodes connected
through WiFi, the most mainstream wireless technology used in PSNs, because
many real world trace records such as [21, 22] indicate that the mobility pattern
of WiFi nodes is quasi-static in a sense that the clients tend to stay in the
same location for a long time. However, if this assumption does not hold, our
algorithms can still work by slightly changing their ways of usage. For example,
the data can be delivered to each zone in the destination’s home in light of the
routing policy of our algorithms. Even though the destination is not located at
any zone of its home, the data can still be delivered to the infrastructure or a
static node in the zones of the destination’s home, from which the data can be
retrieved when the destination comes back home.

5 Performance Validation

In this section, we evaluate the performance of HERO with the Dartmouth
College mobility trace data [23]. We choose the data collected from 09/21/2003
to 10/20/2003 because in this period the records are integral and the nodes’
behaviors are regular.
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In our simulation study, each AP is represented as a zone. As described above,
by changing the ways of utilizing our algorithms, the data can be delivered to
a destination with high mobility. Hence, in this simulation, we keep the basic
assumption that the destination stays at Zd during the process of data deliv-
ery. We randomly choose 100 mobile nodes as the sources and randomly assign
one of the APs to each source as its destination. Thus, there are in total 100
communication pairs, which remains unchanged in our simulation study.

Because the running time increases rapidly as the number of mobile nodes
increases, we limit the number of nodes to a manageable size, a common measure
taken by [6, 20, 4], which also use the Dartmouth College trace data. To construct
the simulation scenarios, we first randomly select 200 mobile nodes and add the
100 sources selected before to get a 300-node scenario. Then we add 100 randomly
selected new mobile nodes to the 300-node scenario to get a 400-node scenario.
Repeat this process we obtain the 500-node and 600-node scenarios. For each
network scenario, we repeat 10 times and the averaged results are reported to
enhance the confidence level. For simplicity, we denote by U = x the x-node
scenario, where U is the network size. Because 300˜600 nodes represent about
5.4˜10.8% of the total mobile nodes in the trace, which contains 5543 mobile
nodes, the performance is worse than that obtained from the whole set of trace
date for each scheme investigated in this simulation study.

Let the number of zones in a home be the home size. Through extensive tests
we found that when the largest home size is limited to 10% of the zones in the
network, namely the average home size is about 10, a good trade-off between
quality and quantity of relays can be obtained.

In this simulation, we compare the performance of HERO with that of
MobySpace [20], the most related research that selects a relay with a similar mo-
bility pattern as the destination, and that of Epidemic [16], a flooding algorithm
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serving as the base for comparison study. The data lifetime equals simulation
duration.

Figs. 1, 2 and 3 report the delivery ratio, the average relay latency, and
the average total latency of the four schemes, respectively. Because HERO and
Mobyspace are all single-copy algorithms, we use the axes graph in Fig. 1 to
emphasize their difference.

Fig. 1 indicates that the data delivery ratio of Epidemic is the highest and
that of MobySpace is the lowest. In addition, the data delivery ratio of all algo-
rithms except Epidemic is slightly increased when the network size U increases.
These observations can be justified as follows. Since Epidemic adopts a flooding
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policy, it can make a better use of the network connectivity, which is enhanced
significantly when U increases. However, in HERO and Mobyspace, no matter
how many mobile nodes exist, there is at most one copy of the to-be-delivered
data in the network at any instant of time. As a result, though the probability
of finding a good relay is increased when U increases, the enhancement of the
network connectivity only slightly impacts on the performance of HERO and
Mobyspace. This is the reason why the delivery ratio of Epidemic is increased
faster than those of HERO and Mobyspace.

From Figs. 2 and 3, we observe that the average relay latency and the average
total latency of Epidemic are the shortest, while those of Mobyspace are the
longest and those of HERO algorithms are in-between. In addition, their average
relay latencies and average total latencies are susceptible to the relay latencies
and total latencies of the newly added successful communication pairs when U
increases. Hence, when U increases, their average relay latencies and average
total latencies either increase or decrease.

Based on the above analysis, we conclude that the performance of Epidemic
in terms of the data delivery ratio, relay latency, and total latency is better than
that of the enhanced HERO, which is better than that of the basic HERO. The
performance of MobySpace is the worst.

6 Conclusion

In this paper, we propose two home-based routing (HERO) algorithms, the ba-
sic HERO and the enhanced HERO, which make use of the spatial regularity of
human mobility to select relays. The basic HERO is a single-copy single-relay
algorithm while the enhanced one is a single-copy multi-relay algorithm. Both
algorithms rely on the concept of home, which is the set of places a node often
visits. We use the Dartmouth college trace data to validate the performance of
both HERO algorithms in terms of data delivery ratio, relay latency, and end-
to-end delay, and compare them with two relevant research, MobySpace and
Epidemic. Our simulation results indicate that both HERO algorithms outper-
form Mobyspace but are worse than Epidemic, which provides an upper bound
on the delivery ratio and a lower bound on the delivery latency. However, the
transmission cost of Epidemic in terms of the number of relays is much higher
than those of the HERO algorithms.
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