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Abstract—Modern day data centers coordinate hundreds of thousands of heterogeneous tasks and aim at delivering highly reliable

cloud computing services. Although offering equal reliability to all users benefits everyone at the same time, users may find such an

approach either inadequate or too expensive to fit their individual requirements, which may vary dramatically. In this paper, we propose

a novel method for providing elastic reliability optimization in cloud computing. Our scheme makes use of peer-to-peer checkpointing

and allows user reliability levels to be jointly optimized based on an assessment of their individual requirements and total available

resources in the data center. We show that the joint optimization can be efficiently solved by a distributed algorithm using dual

decomposition. The solution improves resource utilization and presents an additional source of revenue to data center operators.

Our validation results suggest a significant improvement of reliability over existing schemes.

Index Terms—Cloud computing, data center, reliability, checkpoint, optimization
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1 INTRODUCTION

IN today’s public clouds, reliability is provided as a fixed ser-
vice parameter, e.g., Amazon published that its EC2 users

can expect 99.95 percent uptime in terms of reliability, which
corresponds to a once-a-week failure ratio [1].1 It is up to the
users to harden the tasks running within Virtual Machine
(VM) instances to achieve better reliability if so desired.

Clearly, this all-or-nothing approach is unsatisfactory—
users may find it either inadequate or too expensive to fit
their reliability requirements, which have been shown to
vary dramatically [2]. Current solutions to achieve high reli-
ability in data centers include VM replication [3], and check-
pointing [4], [5], [6], [26], [27]. In particular, several
scheduling algorithms for balancing checkpoint workload
and reliability have been proposed in [7], [8], [9], with an
extension in [10] by considering dynamic VM prices. Never-
theless, previous work has only investigated how to derive
optimal checkpoint policies to minimize the execution time
of a single task.

In this paper, we propose a novel utility-optimization
approach to provide elastic reliability, where flexible service-
level agreements (SLAs) aremade available to the users based

on a joint assessment of their individual reliability require-
ments and total resources available in the data center.

While providing elastic reliability is undoubtedly appeal-
ing to data center operators, it also comes with great
technical challenges. To optimize reliability under network
resource constraints, data center operators not only have to
decide checkpoint scheduling, but also need to determine
where to place VM checkpoints, and how to route the check-
point traffic among peers with sufficient bandwidth. A
global checkpoint scheduling (i.e., jointly determining reli-
ability levels and checkpoint time sequences for all users) is
preferred because all users share the same pool of resources,
which also calls for an adaptive resource allocation scheme
in accordance with the user demands [28]. Intuitively, users
with higher demands and budgets should be assigned more
resources, resulting in better reliability. Their checkpoint
events should also be coordinated to mitigate resource inter-
ference among themselves and with existing tasks. In this
paper, we model different reliability requirements by user-
specific utilities, which are increasing functions of reliability
(i.e., service uptime). Therefore, the problem of joint reliabil-
ity maximization can be formulated as an optimization, in
which data center operators need to find checkpoint sched-
uling and make routing/placement decisions in order to
maximize an aggregate utility of reliability.

This paper harnesses checkpointing technique with util-
ity optimization to provide joint reliability maximization
under resource constraints in data centers. A main feature
of our approach is a peer-to-peer checkpointing mechanism,
which enables VM images to be transferred and saved
among neighboring peers, eliminating the need for any cen-
tral storage where network congestion gets magnified
across all hosts and VMs. It is demonstrated that such a dis-
tributed approach is effective to make faster checkpoints
and recovery [7]. For data center operators, it also presents
an additional source of revenue by exploiting under-
utilized resources. For example, at any time only a few core

1. We follow some of the literature (e.g., [24], [25]), where
“reliability” is used to denote the ratio of total uptime (operational
time) to the total service time.
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switches are highly congested [11], which leaves adequate
bandwidth among local switches for peer-to-peer traffic.
Our approach can effectively convert under-utilized net-
work resources into an on-demand reliability service, which
can be purchased by users on demand. The goal of our
paper is to provide a novel framework for elastic reliability
optimization through a commonly-used technique check-
pointing, which offers a theoretical support for enabling
Reliability as a Service for different cloud applications. A
prototype and standard APIs would be interesting future
work to explore in our next paper on the topic.

The rest of the paper is organized as follows: The system
model is presented in Section 2. In Section 3, we formulate
the joint reliability maximization problem as an optimiza-
tion with heterogeneous reliability utilities. In Section 4, we
investigate the combinatorial structure of this problem and
make use of dual-decomposition [12], [44] to propose an
efficient algorithm for the joint reliability maximization
problem. In Section 5, we evaluate our algorithms. It is
shown that our solution improves reliability by an order of
magnitude over both random and centralized checkpoint-
ing mechanisms. Section 6 presents concluding remarks
and directions for future work.

2 SYSTEM MODEL

2.1 VM Checkpointing in Data Centers

Checkpointing is a typical fault tolerance technique in dis-
tributed systems and high-performance computing. In cur-
rent data centers, Virtual Machine Monitors (VMMs) are
capable of checkpointing the states of its VMs. VMMs can
take local and uncoordinated checkpoints independently of
each other. However, this runs the risk of cascaded roll-
backs if causality is not respected. To avoid this, when a
task comprises multiple VMs, synchronous VM checkpoints
are taken, as shown in Fig. 1, so that they can be rolled back
to the same point of execution. Checkpoint scheduling algo-
rithms for optimizing reliability of a single job have been
proposed in [7], [8], [9], [10]. To amortize high overhead,

checkpoint intervals are often chosen to be large as long as
rollback costs are acceptable.

Yet these solutions fall short in optimizing checkpoints of
multiple jobs that require different reliabilities, due to the lack
of a model for checkpoint interference among jobs. In multi-
job scenarios, uncoordinated job checkpoints taken indepen-
dently of each other run the risk of interfering with each other
if a joint checkpoint scheduling is not enabled. In this paper,
we assume that VMMs support a coordinated checkpointing
mechanism. For a task i with multiple VMs, checkpointing
the task means synchronously checkpointing all its VMs. We
treat the individual VM checkpoints as a single checkpoint
event with overhead Ts;i ¼ Tn;i þ Tb;i, where Tn;i is the time to
pause and save local VM images and Tb;i denotes the time to
transfer the images to remote destinations as shown in Fig. 1.
In this paper, we consider this general model that separates
VM checkpointing and transferring, since Tn;i and Tb;i are
determined by I/O and network bandwidth respectively;
they can be combined into a single process in practice, e.g.,
when real-timeVMmigration technique is used.

Joint checkpoint scheduling of multiple jobs is critical for
improving datacenter job reliability, since the more frequent
the checkpoints, the less the downtime each job receives. It
is easy to see that reliability is greatly affected by checkpoint
interference and overhead: Tn;i, the time to save local check-
point images, depends on how I/O resources are shared,
and Tb;i, the time to transfer saved images, relies on how
network resources are shared [29], [30]. Upon a failure at
time t during the kth interval, a recovery Tr is performed to
restart a job form its latest available checkpoints with time-
stamp ðk� 1ÞTv;i. We consider a time-slotted model, so that
a system snapshot is taken every Dt seconds.

In the theoretical analysis, our assumptions include: (1)
each checkpoint involves overhead Ts;i ¼ Tn;i þ Tb;i, where
Tn;i is the time to pause and save local VM images and Tb;i

denotes the time to transfer the images to remote destina-
tions; (2) we consider a time-slotted model, and (3) failures
of hosts (nodes) are modeled by a Poisson process with
known rate �. Assumption (1) is a general model that sepa-
rates VM checkpointing and transferring, since Tn;i and Tb;i

are determined by I/O and network bandwidth respec-
tively, while they can be combined into a single process in
practice, e.g., when real-time VM migration technique is
used. Similar models are used in [7], [8], [31]. Assumption
(2) makes the optimization tractable and is routinely used in
existing work on scheduling and optimization [32], [33].
Assumption (3) is standard for reliability analysis, such as
[34], [35], [36], [37].

Fig. 1. VM checkpoint and recovery model for a single job.

TABLE 1
Main Notation

Symbol Meaning

n Number of tasks, indexed by i ¼ 1; . . . ; n
mi Number of VMs for task i
Ri Reliability of task i
UiðRiÞ Utility of task i as a function of Ri

Tv;i; hi Checkpoint interval and initial offset of task i

Ts;i Checkpoint overhead of task i

Tn;i The time to pause and save local VM images of task i

Tb;i The time to transfer images to destinations of task i

Tr VM rollback and recovery time
Xi Checkpoint routing vector of task i
Yi VM placement vector of task i
P The set of feasible checkpoint routing vectors
IiðTv;iÞ VM delta image size as a function of Tv;i

Gb;Go Background traffic and I/O vector

Cb;Co Data center network and I/O capacity constraints

Bi;Oi Network bandwidth and I/O assigned for task i
� Node failure rate
VðtÞ Lagrangian multiplier for network capacity constraints
WðtÞ Lagrangian multiplier for I/O capacity constraints
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As shown in Fig. 2, without joint scheduling, the jobs
may take conflicting, parallel checkpoints and evenly share
a bottleneck. The overhead for saving and transferring
checkpoint images is significantly amplified due to interfer-
ence. Alternatively, performing a joint checkpoint schedul-
ing, such as the pipeline scheme shown in Fig. 2, mitigates
interference and optimizes reliability. A preliminary experi-
ment with four jobs in Section 5 will show that pipeline
scheduling reduces downtime by as much as one order of
magnitude over parallel checkpoints.

2.2 Quantifying Reliability

To achieve high reliability, VM checkpoint images must be
placed in different clusters and/or availability zones, whose
failures are made as independent as possible. Our research
is strongly motivated by recent major service outages, some
of which are recapped below.

� In February 2010, Google experienced a power fail-
ure that affected 25 percent of the machines in one of
its datacenters [13].

� In March 2011, Amazon’s cloud-hosted Web Services
experienced a catastrophic failure due to configura-
tion error, knocking down hundreds of sites off the
web [14].

� In February 2012, a process meant to detect failed
hardware in Microsoft’s Azure cloud was inadver-
tently triggered by a software bug and caused 7.5
hours downtime in 4 regional datacenters [15].

� In March 2012, a network card failure affected 2 core
routers in OVH cloud and the backbone network
was down for 2 hours.

To utilize the diversity of datacenter topologies and
availability zones, reliability optimization needs to deter-
mine not only how often checkpoints are created, but also
where they are placed. We consider the placement of check-
points into different clusters and availability zones, which
are assumed to have independent and identical failure
probabilities. After each host failure, tasks can be recovered
from the latest available checkpoints. All tasks using the
failed node must be rolled back and restarted. We assume
that failures of hosts (nodes) are modeled by a Poisson pro-
cess with known rate �. Therefore, the mean time between
failures is 1=�. In this research, we consider infinite time-
horizon jobs whose reliability given by the expected fraction
of service downtime, where the expectation is taken over
failure modes and distributions. As large-scale datacenters
are typically well-managed and tracked for any critical

events, the event logs can be used to provide important his-
torical information for estimating the failure rates.

We quantify reliability as a function of failure rate �,
and checkpoint parameters, including checkpoint overhead
Ts;i ¼ Tn;i þ Tb;i, checkpoint interval Tv;i, and rollback time
Tr. For example, total downtime per failure in Fig. 1 is given
by kTn;i þ t � ðk� 1ÞTv;i þ Tr. We define reliability by one
minus the fraction of service downtime. This yields the fol-
lowing Lemma 1 on the expected reliability with periodic
checkpointing.

Lemma 1. If VMs of task i reside on hi different hosts, the
expected reliability of task i with periodic checkpointing inter-
val Tv;i is

Ri ¼ 1�
X1
k¼1

Z Ts;i

0

tþ kTn;i þ Tr þ Tv;i

kTv;i
fkðtÞdt

�
X1
k¼1

Z Tv;i

Ts;i

tþ kTn;i þ Tr

kTv;i
fkðtÞdt;

(1)

where fkðtÞ ¼ hi�e
�hi�½tþðk�1ÞTv;i � is the probability that a VM

failure for task i occurs t seconds after the kth checkpoint interval.

Proof. Since task i uses hi hosts, its VM failure process is

Poisson with rate hi�. Therefore, fkðtÞ ¼ hi�e
�hi�½tþðk�1ÞTv;i�

is the p.d.f of VM failure at time tþ ðk� 1ÞTv;i.
Now if the failure occurs during ½Ts;i; Tv;i� of the kth

checkpoint interval, the total service downtime in kTv;i

seconds is tþ kTn;i þ Tr, where the checkpointing over-
head Tn;i is experienced in all checkpoint intervals due to
pausing all VMs. In contrast, if the failure occurs during
½0; Ts;i� of the kth checkpoint interval, the total service
downtime becomes tþ kTn;i þ Tr þ Tv;i, because the kth
checkpoint has not been completed yet, and task i must
roll-back to the ðk� 1Þth checkpoint. Therefore, reliabil-
ity is obtained as the mean fraction of service uptime as
in (1). This completes the proof of Lemma 1. tu

2.3 Peer-to-Peer Checkpointing to Mitigate
Congestion

Mechanisms for checkpointing on central storage servers
have been provided in [4], [5], [6]. Since a huge amount of
VM image data must be transferred periodically, as the
number of tasks and VMs increase in a data center, the links
that connect central storage server and core switches easily
become congested. To avoid such a bottleneck, we propose
a peer-to-peer checkpointing mechanism that enables VM
images to be transferred and saved among neighboring
peers. Fig. 3 shows a schematic diagram of peer-to-peer

Fig. 2. Coordinated checkpointing of multiple jobs mitigates overhead
and improves reliability.

Fig. 3. Illustrations of peer-to-peer checkpointing with fat-tree topology,
where traffics are distributed over the entire network.
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checkpointing. In comparison, in a centralized checkpoint-
ing scheme where networked storage servers are connected
to top-level switches, all checkpointing traffic is routed
through core switches.

To characterize the benefits of peer-to-peer checkpoint-
ing, we first notice that if we further assume that checkpoint
interval Tv;i is much smaller than the mean time between
failures, i.e., Tv;i � 1=ðhi�Þ, then reliability can be approxi-
mated by the following lemma:

Lemma 2. When Tv;i � 1=ðhi�Þ, reliability Ri can be approxi-
mated by

Ri ¼ 1� Tn;i

Tv;i
� hi�

Tv;i

2
þ Tr þ Ts;i

� �
: (2)

Proof. This result is straightforward by applying the
approximation e�hi�t ¼ 1 to fkðtÞ on the right hand side of
(1), since t � Tv;i � 1=ðhi�Þ. tu

To illustrate limitations of the centralized checkpointing
method, we consider a scenario where the link connecting
central storage servers and top-level core switches is the
only traffic bottleneck. This analysis provides an upper
bound for the centralized checkpointing method because
possible local bottlenecks are ignored. Suppose that there
are n tasks with the same checkpoint interval Tv;i and VM
image size Ii. The aggregate checkpoint traffic from all tasks
cannot exceed the total capacity C over a checkpoint inter-
val, i.e.,

Xn
i¼1

miIi � CTv;i: (3)

According to (2), it implies that, for centralized checkpointing,

Ri � 1� hi�
Tv;i

2
� 1� hi�Ii

2C

Xn
i¼1

mi: (4)

Reliability Ri tends to zero as the number of VMs
Pn

i¼1 mi

grows large. The centralized checkpointing method leads to
very poor performance for large-scale data centers, where a
finite bandwidth from central storage servers is shared by a
large number of VM checkpoints. This does not pose a prob-
lem for peer-to-peer checkpointing, because checkpoint
traffics may be distributed over local links at low-level
switches, which also scale up when data center size
increases. Therefore, this approach is much more.

3 JOINT RELIABILITY OPTIMIZATION

3.1 Problem Formulation

In this paper, we focus on how to determine optimal check-
point scheduling and routing under I/O and network
capacity constraints. In our model, checkpoint scheduling is
decided by periodic checkpoint intervals Tv;i and initial
time offset hi, while checkpoint routing is determined by
the selection of checkpoint destination nodes and traffic
routing among peers, collectively denoted by P.

We use a utility function Uið�Þ to model the reliability
requirement of task i. A survey [2] showed that 45 percent of
cloud users are satisfiedwith a 99.9 percent reliability guaran-
tee (i.e., 45 minutes unplanned downtime per month), while

14 percent would pay at least 25 percent more to get a 99.99
percent reliability guarantee (i.e., approximately 4 minutes
unplanned downtime per month), and only 6 percent would
pay at least 50 percent more to go beyond 99.99 percent.
Therefore, UiðRiÞ is assumed to be an increasing function of
Ri. For instance, we can choose UiðRiÞ ¼ �wi log 10ð1�RiÞ,
wherewi are user-specificweights.

In order to create a checkpoint, only a delta disk [7] that
contains incremental VM changes after the last checkpoint
has to be saved and transferred, once the first checkpoint is
done. This process considerably reduces the time needed to
make the checkpoint. Therefore, we consider variable VM
image sizes, as a non-decreasing function of checkpoint
interval, e.g., a logarithm function IiðTv;iÞ ¼ alog ðTv;iÞ þ b
where a; b are appropriate constants. The time to take a
checkpoint and transfer its images, Tn;i and Tb;i, can be
computed by delta disk size IiðTv;iÞ and allocated I/O Oi,
bandwidth Bi:

Tn;i ¼
IiðTv;iÞ
OiDt

� �
and Tb;i ¼

IiðTv;iÞ
BiDt

� �
: (5)

For VM checkpointing, it is easy to see that task i generates
periodic I/O usage for all

t 2 ½hi þ kTv;i; hi þ kTv;i þ Tn;i�; 8k 2 Zþ; (6)

as well as periodic network traffic for all

t 2 ½hi þ kTv;i þ Tn;i; hi þ kTv;i þ Ts;i�; 8k 2 Zþ: (7)

Therefore, increasing checkpoint frequency (i.e., reducing
Tv;i) increases checkpoint traffic proportionally.

Network Constraints. Consider a data center with L
links, indexed by l ¼ 1; . . . ; L, each with a fixed capacity

Cb
l . We define a checkpoint routing vector Xi of length L

for task i by

Xi;l ¼
x; if x VM images of task i transverse link l;
0; otherwise.

�

We assume that this checkpoint routing vector Xi remains
unchanged for the entire duration of task i. Let Bi be the
checkpoint network bandwidth assigned to each VM of task
i. Combining (Eq. (7)) and the definition of checkpoint rout-
ing vector Xi, we can formulate a network capacity con-
straint as follows:

Gb þ
Xn
i¼1

BiXi1
b
iðtÞ � Cb; 8t; (8)

where Cb ¼ ½C1; . . . ; CL� is a set of link capacity constraints,

and 1biðtÞ is an indicator function defined by

1biðtÞ ¼ 1ft2½hiþkTv;iþTn;i;hiþkTv;iþTs;i�;8kg: (9)

Here Gb ¼ ½Gb
1; . . . ; G

b
L� is a background traffic vector, repre-

senting the link capacities set aside for normal task traffic.
An empirical measurement study in [11] shows that average
traffic per VM is stable at large time-scales. Thus, we treat

Gb as a time-invariant vector, where Gb
l denotes the aggre-

gate task traffic on link l.
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I/O Constraints. Similarly, consider J hosts, indexed by
j ¼ 1; . . . ; J , each with a fixed I/O capacity Co

j . We define a

VM placement vector Yi of length J for task i by

Yi;j ¼
y; if y VMs of task i are placed on host j;
0; otherwise.

�

Let Oi be the checkpoint I/O assigned to each VM of task
i. Combining (6) and Yi, we can formulate an I/O capacity
constraint as follows:

Go þ
Xn
i¼1

OiYi1
o
i ðtÞ � Co; 8t; (10)

where 1oi ðtÞ is an indicator function defined by the time
interval for saving local checkpoints:

1oi ðtÞ ¼ 1ft2½hiþkTv;i;hiþkTv;iþTn;i�;8kg: (11)

Here Go ¼ ½Go
1; . . . ; G

o
J � is a background I/O vector, rep-

resenting the I/O capacities set aside for normal task traffic.
Combining (2), (5), (8), (9) (10), and (11), we then formu-

late the Joint Checkpoint Scheduling and Routing (JCSR)
problem under network and I/O capacity constraints:

maximize (12)

Xn
i¼1

UiðRiÞ; (13)

subject to (14)

Ri ¼ 1� Tn;i

Tv;i
� hi�

Tv;i

2
þ Tr þ Ts;i

� �
; (15)

Gb þ
Xn
i¼1

BiXi1
b
iðtÞ � Cb; 8t; (16)

Go þ
Xn
i¼1

OiYi1
o
i ðtÞ � Co; 8t; (17)

Ts;i ¼ Tn;i þ Tb;i; (18)

variables (19)

hi; Tv;i 2 T ; Bi; Oi;Xi 2 P: (20)

Here we only allow users to choose Tv;i from a finite set of
checkpoint intervals, T ¼ fT1; T2; . . . ; Tzg. Similarly, we use
P to denote the set of all feasible checkpoint routing vectors.
Constraints (16) and (17) ensures that the required check-
point and task traffic can be supported. Tn;i and Tb;i are
determined by VM image sizes and I/O, network band-
width assignments Oi;Bi, respectively. The VM placement
Yi is an input parameter. Our optimization problem formu-
lation uses a general system model, where any nodes and
switches (both top-of-rank and aggregate switches) can be
used for VM checkpointing. In particular, Xi and Yi are the
checkpoint routing vector and the VM placement vector of
task i. Whether a link, a switch or a node is chosen for
checkpointing depends on the optimal solution of our pro-
posed optimization.

3.2 Finding Interference-Free Schedule is NP Hard

In this section, we prove that the JCSR problem is NP-hard
in general and present a few special cases in which the prob-
lem can be solved optimally.

Lemma 3. The JCSR problem is NP-hard.

Proof. We show that if the JCSR problem can be solved in
polynomial time, then the f-edge coloring problem for mul-
tigraphs can also be solved in polynomial time, which
results in a contradiction to the NP-hardness of f-edge col-
oring problem. Toward this end, we consider a special case
of the JCSR problemwith the following simplifications:

� the tasks are identical, each with a single VM (i.e.,
hi ¼ 1)

� checkpoint interval (Tv) is the same for all tasks
� the link bandwidth (B) allocated to each task is

the same, i.e., Tb;i ¼ Tb 8i
� the I/O (O) allocated to each task is the same, i.e.,

Tn;i ¼ Tn 8i
� there exists sufficient bandwidth and I/O capac-

ity except for the links directly connecting hosts
and switches

� the checkpoint destination for each task is fixed
and known.

In this special case, all tasks are homogeneous, and
should receive the same checkpoint interval Tv. For each
value of Tv, we can calculate Tn and Tb. Together with Tr,
h ¼ 1, and �, we can calculate the reliability R and utility
UðRÞ. Thus, the JCSR problem is reduced to a verification
problem: whether we can schedule the checkpoints for
all tasks within a particular Tv (by choosing a proper off-
set hi for each task i).

According to our assumption that there exists suffi-
cient bandwidth and I/O capacity except for the links
directly connecting hosts and local switches, the only con-
straints in the JCSR problem are the link bandwidth avail-
able between hosts and local switches. Based on the
bandwidth (B) assigned to each task, and the available
bandwidth of each link, there is an upper bound on the
number of checkpoints images that can be sent/received
by each host j at each time slot, which we denote as zj. We
argue that problem JCSR is in NP, since given a collection
of hi, it can be efficiently checked that whether the hi val-
ues are feasible according to zj of each host j and Tv (given
Tb and Tn). Now it only remains to prove that if the JCSR
problem in this special case can be solved in polynomial
time, so is the f-edge coloring problem formultigraphs.

We consider a given instance of f-edge coloring prob-
lem and converts it into an equivalent JCSR problem. Let
GðV;EÞ be a graph, f be an integer function on V with
fðvÞ defined for each vertex v 2 V . An f-edge coloring
problem asks whether it is possible to color the edges of
G using at most k different colors such that each color
appears at vertex v at most fðvÞ times. It is well known as
an NP-hard problem [16], [17]. Given an f-edge coloring
problem, we convert it into an instance of the JCSR prob-
lem as follows: Each vertex v inG is represented by a host
j in the data center. If there is an edge between two ver-
texes v1 and v2 in G, then there exists a VM (task) hosted
by j1 whose checkpointing destination is host j2. Next, for
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a vertex v with value fðvÞ, we set the bandwidth between
host j and its edge switch as fðvÞB (i. e., zj ¼ fðjÞ). This
construction can be done in polynomial time based on the
size of the given f-edge coloring problem.

Finally, it is easy to show that if we can solve the JCSR
problem with Tv � Tbkþ Tn, then we can also solve the f-
edge coloring problem with k colors. Suppose that a fea-
sible solution to the JCSR problem is found. For all the
tasks have same h, we assign the corresponding edges
with the same color. Thus, each color appears at vertex v
at most fðvÞ ¼ zj times. Since each task takes Tb time slots
to transfer checkpoint image, Tv � Tbkþ Tn means that
for each host, there are at most k tasks with different h
values (with that host as the tasks’ VM placement or as
their checkpoint destination). Therefore, the correspond-
ing vertex v is assigned at most k different colors. Since
the f-edge coloring problem is NP-hard, we conclude
that the JCSR problem is also NP-hard. tu

While a general solution to the JCSR problem cannot be
obtained in polynomial time, we present a few special cases
where the JCSR problem can be solved optimally.

Remark 1. Consider the special case introduced in the proof
of Lemma 3, where all tasks are homogeneous and have
the same checkpoint interval, I/O and bandwidth alloca-
tion. Each task has only a single VM and its checkpoint
destination is fixed. There are sufficient bandwidth and I/
O capacity except for the links directly connecting hosts
and local switches. In addition, we assume that all hosts in
the data center are partitioned into two disjoint sets, one
consisting of (computing) hosts only serving VMs, the
other consisting of (storage) hosts only used as checkpoint
destinations. In this case, the problem can be solved as f-
edge coloring for bipartite graphs, which can be optimally
solved in polynomial time using algorithms such as [16].

Remark 2. Again, consider the special case introduced in
the proof of Lemma 3. In addition, we assume that the
bandwidth for checkpointing on the links are divided
into two parts - one dedicated to transmitting checkpoint
image to checkpoint destination and the other dedicated
to receiving checkpoint image from VM placement (i.e.,
out-going and incoming bandwidth). Then, the JCSR
problem can also be optimally solved as f-edge coloring
for bipartite graphs.

Remark 3. Consider a special case with only I/O con-
straints and only one VM per task. The offset hi is
assumed to be zero for all tasks. Then the VM placements
are independent with each other. Since link bandwidth
are sufficiently large, we have Tb;i=1 slot for each task i.

For each node j, we only need to decide the Oj
i allocated

to each task i at node j to have the maximum aggregate
utility. The problem can be solved under three separate
conditions: (i) If all the tasks have same and fixed check-
pointing interval Tv (in turn, the same checkpoint image
size I), then the maximum summation of utility U is a

function of the Oj
i (Eq. (15)), as

P
i I=O

j
i decreases, U

increases, and
P

i O
j
i � Co. The optimal value is obtained

when Co are equally allocated to all tasks i. (ii) If the
sizes of checkpointing images for the tasks are different,

then U is a function of
P

i Ii=O
j
i . Let Qi ¼ Ii=O

j
i (i.e.,

Oj
i ¼ Ii=Qi), so we want to minimize

P
i Qi with con-

straint
P

i Ii=Qi � Co . The optimal value is obtained
when all the Qi are same for all tasks i, i.e.,
Qi ¼ Co=

P
i Ii. (c) If each task has multiple VMs xi, and

they are placed on the same node, then this case can be
derived easily by assigning each task a new I 0i ¼ Iixi,
then use I 0i instead of Ii in cases (a and b).

4 SOLVING THE JOINT CHECKPOINT SCHEDULING

AND ROUTING PROBLEM

4.1 Our Solution Using Dual Decomposition

The problem (13) is a non-convex and combinatorial optimi-
zation and there is no computationally-efficient solution
even in a centralized manner. In this paper, we leverage the
technique of dual-decomposition in [12], [44] to obtain a
sub-optimal solution. Among many choices of heuristic
methods, the one we develop below has the advantage of
allowing a distributed implementation without cooperation
of different tasks.

Let M be the least common multiple of all feasible check-
point intervals in T ¼ fT1; T2; . . . ; Tzg. Due to our model of
periodic checkpointing, it is sufficient to consider the net-
work capacity constraint in (16) over ½0;M�. Let VðtÞ and
WðtÞ be Lagrangian multipliers vector for the network and
I/O capacity constraints, which are both time-dependent.
We derive the Lagrangian for the joint checkpoint schedul-
ing and routing problem in Eq. (21) on next page.

L ¼
Xn
i¼1

UiðRiÞ �
XM
t¼0

VðtÞT Gb þ
Xn
i¼1

BiXi1
b
iðtÞ � Cb

" #

�
XM
t¼0

WðtÞT Go þ
Xn
i¼1

OiYi1
o
i ðtÞ � Co

" #
:

(21)

The other two constraints (15) and (18) can be easily
substituted in the Lagrangian above and are suppressed for
a simple presentation.

SinceM is an integer multiple of Tv;i, we have

XM
t¼0

VðtÞT
Xn
i¼1

BiXi1
b
iðtÞ

" #

¼
Xn
i¼1

Bi

XM
t¼0

VðtÞTXi1
b
iðtÞ

¼
Xn
i¼1

IiðTv;iÞ
Tb;iDt

XM
t¼0

VðtÞTXi1
b
iðtÞ;

(22)

where the last step uses IiðTv;iÞ ¼ BiTb;iDt in (5). Similarly,
we have

XM
t¼0

WðtÞT
X
i

OiYi1
o
i ðtÞ

" #

¼
Xn
i¼1

Oi

XM
t¼0

WðtÞTYi1
o
i ðtÞ

¼
Xn
i¼1

IiðTv;iÞ
Tn;iDt

XM
t¼0

WðtÞTYi1
o
i ðtÞ;

(23)

where the last step uses IiðTv;iÞ ¼ OiTn;iDt in (5).
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Plugging (22) and (23) into the Lagrangian Eq. (21), we
obtain

L ¼
Xn
i¼1

UiðRiÞ � IiðTv;iÞ
1

Tb;iDt
�VT
i Xi þ

1

Tn;iDt
�WT

i Yi

� �� �

þ
XM
t¼0

VðtÞT Cb �Gb
	 


þ
XM
t¼0

WðtÞT Co �Go½ �;

where

�VT
i ¼

XM
t¼0

VðtÞT1biðtÞ

�WT
i ¼

XM
t¼0

WðtÞT1oi ðtÞ:
(24)

Now, for given Lagrangian multipliers VðtÞ and WðtÞ,
the optimization of L over checkpoint scheduling and rout-
ing is decoupled into n individual sub-problems:

max
hi;Tv;i;Bi;Oi;Xi

UiðRiÞ � IiðTv;iÞ

1

Tb;iDt
�VT
i Xi þ

1

Tn;iDt
�WT

i Yi

� �
; 8i:

(25)

Here, the checkpoint sequence offset hi only affects aver-

age congestion prices �VT
i and �WT

i , while Bi, Oi and Xi are
determined by checkpoint routing/placement decisions.
Thus, to solve (25) sub-optimally, we can iteratively opti-
mize it over two sets of variables: Bi; Oi;Xif g, and

hi; Tv;i

� �
, respectively. This results in the design of a heu-

ristic and distributed algorithm for solving problem (13),
if the Lagrangian multipliers VðtÞ and WðtÞ are updated
by a gradient method:

Vgþ1ðtÞ ¼ VgðtÞ þ mg Gb þ
Xn
i¼1

BiXi1
b
iðtÞ � Cb

 !" #þ
; 8t;

(26)

Wgþ1ðtÞ ¼ WgðtÞ þ mg Go þ
Xn
i¼1

OiYi1
o
i ðtÞ � Co

 !" #þ
; 8t;

(27)

where g is the iteration number and mg is a proper step-size.
The initial values of V andW are set as

V0ðtÞ ¼ Cb

Cb �Gb

� �þ
; 8t; (28)

W0ðtÞ ¼ Co

Co �Go

� �þ
; 8t: (29)

4.2 Algorithm Solution for Reliability Optimization

We next present a heuristic algorithm that finds a sub-opti-
mal solution for the joint checkpoint scheduling and routing
problem, leveraging the dual decomposition method pre-
sented above. The key idea is to iteratively compute the
individual-user optimization problem in (25) and the price
vector update in (26) and (27). To reduce search complexity,
we further break down the individual-user optimization
problem in (25) into two sub-problems, over Bi;Oi;Xif g,

and hi; Tv;i

� �
, respectively. The Dijkstra algorithm is used to

find the optimal routing vector Xi with link cost �Vi and host

cost �Wi. For a chosen tolerance �, the proposed algorithm is
summarized in Algorithm 1.

Algorithm 1. Joint Checkpoint Scheduling and Routing
to Maximize Reliability

Step 1:
1. Initialize random interval Tv;i and offset hi
2. Initialize random routing vector Xi and feasible bandwidth
Bi;Oi

3. Initialize V andW

V ¼ Cb

Cb�Gb

h iþ
,W ¼ Co

Co�Go

	 
þ
Step 2: Solve individual-user optimization problem in (25):
for 0 � i � n do
Step 2.a: Solve optimal Bi, Oi and Xi:
Calculate �Vi and �Wi according to (24)
Treat �Vi as link costs, �Wi as host costs
Xi  Dijkstra for all VMs
for Tn;i 2 ½1; Tv;i � 1� do
for Tb;i 2 ½1; Tv;i � Tn;i� do
Oi ¼

IiðTv;iÞ
Tn;iDt

and Bi ¼
IiðTv;iÞ
Tb;iDt

check if Oi and Bi resources are available according to
Yi, Xi, hi, Tn;i and Tb;i

find Tn;i;opt and Tb;i;opt to maximize

UiðRiÞ � IiðTv;iÞ 1
Tb;iDt

�VT
i Xi þ 1

Tn;iDt
�WT

i Yi

 �
end for

end for
Tn;i  Tn;i;opt, Tb;i  Tb;i;opt

Step 2.b: Search for optimal Tv;i and hi:
Calculate �Vi and �Wi according to (24).
for Tv;i 2 T do
for hi 2 ½0; Tv;i� do
Find Tv;i;opt and hi;opt to maximize

UiðRiÞ � IiðTv;iÞ 1
Tb;iDt

�VT
i Xi þ 1

Tn;iDt
�WT

i Yi

 �
end for

end for
Tv;i  Tv;i;opt, hi  hi;opt

end for
Step 3: Update price vector VðtÞ andWðtÞ:
1. VðtÞ  Vgþ1ðtÞ according to (26).
2.WðtÞ  Wgþ1ðtÞ according to (27).
Step 4:
1. Record current reliability R0

i  Ri

2. Compute new Ri according to (15)

if
P

i Ri �R0
i

�� �� > � then

Goto Step 2.
end if

Let us denote by N the number of nodes (including hosts
and switches) in the topology; E the number of unidirec-
tional links in the network;H the number of hosts in the net-
work; n the number of tasks; T 0 the longest checkpoint
interval (in time slots); M 0 the least common multiple of
checkpoint intervals (in time slots); W the maximum num-
ber of VMs of each task; G the number of checkpointing
interval choices; and I the number of iterations before the
algorithm terminates. The time complexity of Algorithm 1
is analyzed as follows. Step 1 is called only once, while
Steps 2-4 are called per iteration. The time complexities of
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Steps 1-4 are OðnT 02ðM 0E þWN logN þWEÞÞ, OðnðWN log

N þWE þ T 02M 0E þGT 0EÞÞ, OðnM 0EÞ, and OðnÞ respec-
tively, which make the total time complexity of the

Algorithm 1 as OðnðT 02WN logN þ T 02WE þ IWN logNþ
IWE þ IT 02M 0E þ IGT 0EÞÞ, which is linear in the number
of tasks n.

5 NUMERICAL EXAMPLES

5.1 Prototype Implementations

To demonstrate potential benefits of coordinated check-
points, we constructed a 11-node local testbed with a single
node serving 4 tasks, and conducted some preliminary tests
on pipeline and parallel checkpoint scheduling. In this test,
assuming that all tasks require equal reliability, pipeline
scheduling shown in Fig. 4 allows checkpoints to be taken
one after another and the image transfer time may be over-
lapped to transmit at the same time. In this case, each task
can take full advantage of available I/O and bandwidth
resources and achieve much higher reliability. On the other
hand, in optimized parallel scheduling, the tasks may
decide to take checkpoints at the same time, which would
introduce performance interference as VM checkpointing
consumes shared physical resources such as CPU and I/O.
This in turn may also increase service downtime and result
in lower reliability. As shown in Fig. 4, pipeline scheduling
achieves significant reliability improvement as task VM-
memory sizes vary from 0.25 GB to 2 GB.

5.2 Simulation Setup

In remaining of this section, we evaluate our design for joint
checkpoint scheduling and routing on a Fat-tree topology
[18], which consists of a collection of edge and aggregation
switches that form a complete bipartite graph (see Fig. 3 as an
example of fat-tree topologies). While data center traffic
traces are generally proprietary and unavailable, recent
studies [19], [20], [21] provide us a good characterization of
traffic patterns inside data centers. The major objective of our
evaluation is to move a step further than analysis and obtain
empirically-validated insights about the feasibility/efficiency
of providing reliability as a service in practical settings.

We construct a 1024-node Fat-tree topology. The nodes
are connected to high speed switches (similar to Cisco Cata-
lyst 4948 Switch), which offer a link capacity of Cl ¼ 10Gbps
for l ¼ 1; ; L [43]. Each node represents a quad-core machine

and can host up to 4 VMs. The total write I/O capacity of
each host is about 80 MB/s. The part set aside for check-
pointing is 25 or 50 percent. Dt is set as 5 seconds.

To incorporate task heterogeneity, we define two types
of tasks: elephant tasks that comprise mi ¼ 20 VMs and
generate large peer-wise flows uniformly distributed in
½50; 150�Mbps, and mice tasks that comprise mi ¼ 5 VMs
and generate small peer-wise flows uniformly distributed
in ½0; 50�Mbps. We randomly generate n ¼ 300 tasks, each
being an elephant task with probability 20 percent and a
mice task with probability 80 percent. Background traffic
vector G is constructed by randomly placing all VMs in the
data center and employing a shortest-path algorithm to
determine their traffic routing.

Each task is associated with a utility function, given by

UiðRiÞ ¼ �wi log 10ð1�RiÞ; (30)

where wi is a user-specific weight uniformly distributed in
½0; 1�. A larger weight implies a higher reliability demand
and budget. We model checkpoint image size IiðTv;iÞ
as increasing and convex functions of checkpoint interval
Tv;i, i.e., IiðTv;iÞ ¼ ð143 � log 10Tv;i � 254ÞMB, the VM-mem-
ory sizes are obtained/tuned through measurements from a
real implementation of checkpointing policies shown in
Fig. 4. Further, we assume an average annual failure rate of
one per node, which happens in most computing data cen-
ters [38], [39], a rollback time Tr ¼ 20 seconds [40], and
checkpoint interval Tv;i is selected from T ¼ f20; 000; 30; 000;
40; 000; 50; 000g seconds, so that checkpointing would be fre-
quent enough to keep reasonable reliability level, and also
not be too frequent to bring in longer downtime; numbers in
this range are also validated to be appropriate given the fail-
ure rates in real cloud environments [41], [42].

5.3 Simulation Results

To provide benchmarks for our evaluations, we consider
two heuristic algorithms with random selection of check-
point intervals and checkpoint destinations. For each task i,
offset hi is uniformly distributed in ½0; Tv;i�. If the bandwidth
or I/O resource are not sufficient at some time slots, the cor-
responding scheduled checkpoint event is canceled. The
bandwidth Bi and I/O Oi are allocated to maximize the
number of task i’s checkpoint events, while minimizing Tn;i

and Tb;i is the second objective (i.e., if there is a tie, the val-
ues of Bi and I/O Oi are selected to minimize Tn;i and Tb;i,
respectively). A modified Dijkstra algorithm is employed to
find maximum flow with bandwidth Bi.

1) A centralized checkpointing scheme. There is a cen-
tralized storage server for saving all tasks’ check-
point images. The link connecting the central storage
server and core switches has a capacity of Cs ¼ 100
Gbps [43].

2) A peer-to-peer checkpointing scheme. All links have
capacity Cl ¼ 10 Gbps.

We have shown that problem JCSR is NP hard; now in
order to show how far our algorithm’s performance devi-
ates from the optimal solution, we have compared reliability
from our algorithm with the assumptions described in the
optimal solution of Case 1, and the optimal solution of Case

Fig. 4. Pipeline scheduling outperforms parallel scheduling when all
tasks require the same reliability.
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1 through the bipartite graph. Reliability is measured by the
number-of-nines.2 The simulation has 300 tasks running for
the two algorithms, and we decrease link capacity and I/O
capacity respectively. Fig. 5 shows the comparison of reli-
ability from the two algorithms. Even when link capacity
and I/O capacity become very limited, our algorithm has
an error percentage of less than 4 percent on average com-
pared to the optimal solution, and this error percentage
decreases even more as resource capacity increases. This
means that our JCSR algorithm can obtain near-optimal sol-
utions. The runtime (on a machine with Intel(R) Core(TM)
i7-3537U CPU@2.00 GHz 2.5 GHz, and 8 GB memory) and
number of iterations for different numbers of tasks are listed
in Table 2. Even on such a vanilla machine, the runtime is
much smaller than the typical checkpointing interval, such
as f40; 000; 50; 000g seconds as reported in [41], [42]. We
would also like to point out that in practice, the checkpoint
schedule only needs to be updated at a much larger time-
scale than the checkpoint interval itself, because the same
scheduling/routing decisions will be used during the exe-
cution of a given set of tasks (often consisting of many
checkpoint intervals).

Impact of Checkpoint Scheme. In Section 3 we have intro-
duced the peer-to-peer checkpointing mechanism to avoid
the bottleneck of link capacity in centralized checkpointing.
Now we will show how this peer-to-peer checkpointing out-
performs centralized mechanism in the view of reliability.
Again we have 300 tasks running for each checkpoint mech-
anism, centralized scheme has a link capacity (between cen-
tral storage server and the switch) of 100 Gbps, peer-to-peer
checkpointing has bandwidth capacity of 10 Gbps on each
link, in both mechanism each node has a I/O capacity of 80
MB/s. Fig. 6 shows the cumulative distributed function
(cdf) of reliability, for the two baseline schemes and our pro-
posed reliability optimization algorithm. From which we
can see that peer-to-peer checkpointing with random
parameters outperforms centralized scheme when multiple

tasks are running, i.e., number of nines in reliability
increases from 3.25 to 3.75 on average, this is because peer-
to-peer checkpointing utilizes higher bandwidth by distrib-
uting checkpoint traffic over all links. And our proposed
algorithm with peer-to-peer checkpointing shows even
more significant reliability improvement: it improves reli-
ability by roughly one order of magnitude over the central-
ized scheme, from 99:9 percent (i.e., three nines) to
99:99 percent (i.e., four nines). Such an improvement is due
to the coordination of checkpoint traffics, which becomes
nearly orthogonal in temporal or spatial domain.

Impact of Link Capacity. Problem JCSR has two capacity
constraints, based on that checkpoint times consists of Tn,
which depends on I/O resources on the host, and Tb,
depending on link bandwidth. We’ll study how these con-
straints affect our solution. First we go with link capacity, fix
I/O capacity at 80 MB/s at each node, decreasing bottleneck
link capacity Cs by 30 and 60 percent in centralized check-
pointing mechanism, and decreasing each link capacity Cl

by 30 and 60 percent in peer-to-peer checkpointing, 300 tasks
running. Scaling down all link capacity expectantly reduces
reliability, because it causes higher congestion in the net-
work. Fig. 7 shows that our proposed algorithm with peer-
to-peer checkpointing outperforms the centralized scheme
even when bottleneck link capacity is Cs ¼ 100 Gbps and
peer-to-peer scheme only has an link capacity of 4 Gbps.
Peer-to-peer checkpointing and our algorithm for joint

Fig. 5. Comparison of reliability in optimal solution and our JCSR
algorithm of optimal Case 1, with 300 tasks running, when varying link
and I/O capacity. Our algorithm has an error percentage less than 4 per-
cent on average compared to optimal solution, and the error percentage
decreases even more as resource capacity increases.

TABLE 2
JCRS Algorithm Run Time

Number
of Tasks

Runtime Iterations

100 1768:94 12
200 3136:6 13
300 5499:57 13
400 5967:07 14
500 8278:25 13

Fig. 6. Comparison of joint reliability of 300 tasks on centralized/Fat-tree
topology. Centralized scheme has a bandwidth capacity at the switch of
100 Gbps, distributed checkpointing has link capacity of 10 Gbps on each
link. Peer-to-peer checkpointing outperforms centralized scheme when
multiple jobs are included. And our proposed algorithm with peer-to-peer
checkpointing shows evenmore significant reliability improvement.

2. Reliability Ri can be equivalently measured by the number-of-
nines, i.e., �log 10ð1�RiÞ. For instance, four nines correspond to a reli-
ability of 99.99 percent.

ZHAO ETAL.: ELASTIC RELIABILITYOPTIMIZATION THROUGH PEER-TO-PEER CHECKPOINTING IN CLOUD COMPUTING 499



checkpoint scheduling and routing provide a link-cost-effec-
tive solution for achieving reliability. It mitigates the cost of
deploying high capacity links in data centers.

Impact of I/O Capacity.Next, wewill study the impact of I/
O capacity on reliability with the two checkpointing schemes
(centralized and peer-to-peer). Now we fix link capacity
Cs ¼ 100 Gbps in centralized scheme and Cl ¼ 10 Gbps in
peer-to-peer checkpointing. Varying I/O capacity at each
node from 50MB/s to 100MB/s. In Fig. 8we can see that reli-
ability decreases as available I/O capacity decreases in both
checkpointing mechanisms, since with the same number of
tasks running, lower I/O capacity means more congestion in
saving checkpoint image, which increases service downtime.
The figure also shows that our proposed algorithm with
peer-to-peer checkpointing outperforms the centralized
scheme even when centralized I/O has a capacity of
100 MB/s while peer-to-peer only has 50 MB/s at each node.

This validates that peer-to-peer checkpointing and our JCSR
algorithm can also mitigates the cost of I/O resources on
host machines, which provides another I/O-cost-effective
solution for achieving reliability as well.

Impact of Task Size. The number of tasks running in algo-
rithm JCSR also affects the solution on reliability, we show
the sum of utility of all tasks running in the three check-
pointing mechanisms in Fig. 9, where link capacity for peer-
to-peer checkpointing is 10 Gbps and that for centralized
checkpointing is Cs ¼ 100 Gbps, I/O capacity at each node
is 80 MB/s, we calculate the sum of utility as a function of
reliability: UiðRiÞ ¼ �wi log 10ð1�RiÞ, with wi ¼ 1, i.e., util-
ity of task i yields to number of nines in reliability. The
number of tasks running in algorithm JCSR ranges from the
set {100, 200, 300, 400}. Fig. 9 shows that sum of utility
increases as number of tasks increases, which is intuitive.
However, we can also see from the figure that in centralized
checkpointing scheme, this increase is less than linear com-
pared to the other two peer-to-peer checkpointing schemes,
this is because as number of tasks increases, congestion at
the bottleneck link will be more severe, which leads to reli-
ability loss. The increase in number of tasks running has the
least impact on our optimized peer-to-peer checkpointing,
whose sum utility increase is roughly linear as shown in the
figure as the number of tasks increases linearly. This also
validates that our JCSR algorithm with joint checkpoint
scheduling and routing is scalable to large tasks sets.

6 CONCLUSION AND FUTURE WORK

This paper proposes a novel approach to providing elastic
reliability optimization in cloud computing. Relying on
peer-to-peer checkpointing, the problem of joint reliability
maximization is formulated as an optimization, in which
data center operators need to find checkpoint scheduling
and make routing/placement decisions in order to maxi-
mize an aggregate utility of reliability. The resulting optimi-
zation problem, which is shown to be non-convex and
combinatorial, is efficiently solved using a distributed algo-
rithm based on dual decomposition. Numerical examples
with synthesized traffic trace shows that our solution signif-
icantly improves reliability by an order of magnitude over

Fig. 7. Impact of changing link capacity: fix I/O capacity at 80 MB at each
node, decreasing bandwidth capacity (Cs and Cl) by 30 and 60 percent
in both centralized/distributed typologies. Reliability decreases as band-
width capacity decreases in both cases. Our proposed algorithm with
peer-to-peer checkpointing outperforms the centralized scheme even
when bottleneck link capacity is Cs ¼ 100 Gbps and peer-to-peer
scheme only has an link capacity 60 percent off 10 Gbps (4 Gbps).

Fig. 8. Impact of changing I/O capacity: fix link capacity Cs ¼ 100Gbps in
centralized scheme and Cl ¼ 10Gbps in peer-to-peer checkpointing.
Varying I/O capacity at each node. Reliability decreases as I/O capacity
decreases in both topologies. Our proposed algorithm with peer-to-peer
checkpointing outperforms the centralized scheme even when central-
ized I/O has a capacity of 100 MB/s while peer-to-peer only has 50 MB/s
at each node.

Fig. 9. Sum of utility of all tasks. Different number of tasks running: {100,
200, 300, 400} in the three checkpointing schemes. Our proposed algo-
rithm outperforms the other two in reliability, and the improvement is
more significant as number of tasks increases.
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both random peer-to-peer and centralized checkpointing
mechanisms.

In ongoing work we are looking at providing reliability
maximization under dynamic job arrivals and departures,
as well as for non-Poisson failure models. We are also
working on reliability optimization algorithms which not
only allow time-varying checkpoint scheduling (e.g., non-
deterministic checkpoint intervals), but also incorporate
dynamic routing/placement algorithms. We hope that the
results presented in this paper provide fuel to under-
standing and prototyping reliability services in cloud
computing.
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