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Optimizing Differentiated Latency in Multi-Tenant,
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Abstract—Erasure codes are widely used in distributed storage
systems since they provide space-optimal data redundancy to
protect against data loss. Despite recent progress on quantify-
ing average service latency when erasure codes are employed,
there is very little work on providing differentiated latency
among multiple tenants that may have different latency require-
ments. This paper proposes a novel framework for providing
and optimizing differentiated latency in erasure-coded storage
by investigating two policies, weighted queue and priority queue,
for scheduling tenant requests. For both policies, we quantify
service latency for different tenant classes for homogeneous files
with arbitrary placement and service time distributions. We
develop an optimization framework that jointly minimizes differ-
entiated latency over three decision spaces: 1) data placement;
2) request scheduling; and 3) resource management. Efficient
algorithms harnessing bipartite matching and convex optimiza-
tion techniques are developed to solve the proposed optimization.
Our solution enables elastic service-level agreements to meet
heterogeneous application requirements. We further prototype
our solution with both queuing models applied in an open-
source, cloud storage deployment that simulates three geograph-
ically distributed data centers through bandwidth reservations.
Experimental results validate our theoretical delay analysis and
show significant joint latency reduction for different classes of
files, providing valuable insights into service differentiation and
elastic quality of service in erasure-coded storage systems.

Index Terms—Differentiated services, distributed storage,
erasure codes, weighted queue, priority queue, quality of service,
service-level agreements.

I. INTRODUCTION

ERASURE coding has been increasingly adopted by
storage systems such as Microsoft Azure and Google

Cloud Storage due to better space efficiency, while achiev-
ing the same or better level of reliability compared to full
data replication. As a result, the effect of coding on content
retrieval latency in data-center storage system is drawing more
and more significant attention these days. Google and Amazon
have published that every 500 ms extra delay means a 1.2%
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user loss [2]. Optimizing cloud storage to meet heterogeneous
service level objectives for latency among multiple tenants is
an important and challenging problem. Yet, due to the lack
of analytic latency models for erasure-coded storage for dif-
ferentiated services, most of the literature is limited to the
analysis and optimization of average service latency of all ten-
ants, e.g., [8], [9], [13], and [16], failing to recognize cloud
applications’ heterogeneous preferences.

Providing the same level of latency to all applications is
unsatisfactory - cloud tenants may find it either inadequate or
too expensive to fit their specific requirements, which is shown
to vary significantly [2]. In fact, elastic QoS is an integral part
of cloud computing and one of its most attractive premises.
To our best knowledge, however, the optimization of differ-
entiated service latency in an erasure-coded storage system is
an open problem. First, latency is largely affected by queue-
ing, and the existence of multiple tenants causes queueing
for all requests to share the same underlying infrastructure.
Second, using (n, k) erasure coding, an access request can
be served by any k-out-of-n data chunks. It requires solving
a chunk placement and dynamic scheduling problem in line
with tenants’ latency requirements. In this paper, we study
erasure-coded storage under two request management poli-
cies, priority queuing and weighted queuing. By quantifying
service latency of these policies, we are able to propose a
novel optimization framework that provides differentiated ser-
vice latency to meet heterogeneous application requirements
and to enable Elastic Service-level Agreements (SLAs) in
cloud storage.

Much of the prior work on improving storage latency in
an erasure-coded system is limited to the easier problem of
analysing and optimizing average latency over all cloud ten-
ants, regardless of their different latency preferences. For
homogeneous files, Huang et al. [8] and Shah et al. [9]
proposed a block-t-scheduling policy that only allows the first
t requests at the head of the buffer to move forward in order
to gain tractability. A separate line of work was developed
using the fork-join queue [10]–[12] and provides different
bounds of average service latency for erasure-coded storage
systems [13]–[15]. Recently, a new approach to analyzing
average latency in erasure-coded storage was proposed in [16].
It harnesses order statistic analysis and a new probabilistic
scheduling policy to derive an upper bound of average latency
in closed-form. Not only does this result supersede previous
latency analysis [8], [9], [13] by incorporating multiple non-
homogeneous files and arbitrary service time distribution, its
closed-form quantification of service latency also enables a
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joint latency and storage cost minimization that can be effi-
ciently solved via an approximate algorithm [16], [17]. The
probabilistic scheduling policy has also been shown to be
asymptotically optimal for tail latency index of heavy-tailed
files [18].

However, all these prior works are focused on analyzing
and optimizing average service latency, which is undesirable
for a multi-tenant cloud environment where each tenant has a
different latency requirement for accessing files in an erasure
coded, online cloud storage. While customizing elastic service
latency for the tenants is undoubtedly appealing, it also comes
with great technical challenges and calls for a new framework
for quantifying, optimizing, and delivering differentiated ser-
vice latency in general erasure-coded storage. In this paper,
we propose two classes of policies for providing differentiated
latency and elastic QoS in multi-tenant, erasure-coded storage
systems: non-preemptive priority queue and weighted queue
for scheduling tenant requests. Both of which partition tenants
into different service classes based on their delay requirement
and apply differentiated management policy to file requests
generated by tenants in each service class.

In particular, our first policy is modeled as a non-preemptive
priority queue. That is, a file request generated by a tenant in
high priority class (i.e., having more stringent delay require-
ments) can move ahead of all the low priority requests (i.e.,
generated by tenants in low priority class) waiting in the queue
of storage nodes, but low priority requests in service are not
interrupted by high priority requests. The second policy is
modeled as a weighted queue, where file requests submitted by
tenants in each class are buffered and processed in a separate
first-come-first-serve queue at each storage node. The service
rate of these queues are tunable with the constraints that they
are non-negative, and sum to at most the service rate of the
server. Tuning these weights allows us to provide differentiated
service rate to tenants in different classes, therefore assigning
differentiated service latency to tenants. In this paper, we apply
probabilistic scheduling in [16] and derive closed-form latency
bounds for the service policies that use non-preemptive prior-
ity queue and weighted queue, under arbitrary data placement
and service time distributions.

The goal of this paper is to quantify service latency under
these two policies and to develop an optimization frame-
work to minimize differentiated service latency for multiple
tenants. Using the latency analysis, we propose a novel
optimization framework for minimizing differentiated service
latency. More precisely, for priority queue policy, we for-
mulate a joint latency minimization problem for all tenants
over two dimensions, i.e., the placement of erasure-encoded
file chunks on distributed storage nodes and the scheduling
of chunk access requests, while the joint optimization for
weighted queue policy further minimizes latency over weights
assigned to each service class. We show that both problems
are mixed-integer optimization and difficult to solve in gen-
eral. To develop efficient algorithmic solutions, we identify
that each problem can be decoupled into two sets of sub-
problems: one equivalent to a bipartite matching and the
other proven to be convex. We develop a greedy algorithm
to solve these subproblems optimally in an iterative fashion,

therefore jointly minimizing services latency of all tenants
in different service classes. This optimization gives rise to
new challenges that cannot be addressed by scheduling algo-
rithms in Map-reduce type of framework [3]–[6], because
chunk placement in erasure-coded storage must be solved
jointly with a request scheduling problem that selects ki-out-
of-ni distinct chunks/servers with available data to service
any request.

To validate our theoretical analysis and joint latency opti-
mization for different tenants, we provide a prototype of
the proposed algorithms in Tahoe [20], which is an open-
source, distributed file system based on the zfec erasure coding
library for fault tolerance. A Tahoe storage system consist-
ing of 12 storage nodes are deployed as virtual machines in
an OpenStack-based data center environment. One additional
storage client was deployed to issue storage requests. From
the experiment results, we first find that the service time dis-
tribution is proportional to the bandwidth of the server, which
validates an assumption used in the analysis of the weighted
queue latency. Further, the experiment results validate fast con-
vergence of our differentiated latency optimization algorithms.
We see that our algorithms efficiently reduce latency both with
the priority and the weighted queues, and the results from the
experiments are reasonably close to the given latency bounds
for both the models. Finally, we note that priority queuing
could lead to unfairness since the low priority tenants only
share residual service rates left over by high priority tenants,
while weighted queuing is able to balance service rates by
optimizing weights assigned to each service class.

II. SYSTEM MODEL

In this section we introduce the system model and the two
queuing models that are used in this paper. We consider a
data center consisting of m heterogeneous servers, denoted
by M = { j = 1, 2, . . . , m}. A set of tenants store r hetero-
geneous files among those m servers. Each file is encoded
with different erasure code as follows. We divide file i into ki

fixed-size chunks then encode it using an (ni, ki) Maximum
Distance Separable (MDS) erasure code [19] to generate ni

distinct encoded chunks of equal size. Each encoded chunk is
then stored on a different storage node. Thus, we denote Si as
the set of storage nodes hosting file i chunks, which satisfy
Si ⊆ M and ni = |Si|. Thus, each selected server will have
only one chunk of file i. When processing a file-retrieving
request, the (ni, ki) MDS erasure code allows the content to
be reconstructed from any subset of ki-out-of-ni chunks, so we
need to access only ki chunks of file i to recover the complete
file, and we have to find out which ki of the ni chunks should
be accessed. We assume that the parameters ki and ni for each
file are fixed. The value of ki is determined by content size
and the choice of chunk size.

We assume that the tenants’ files are divided into 2 service
classes, R1 for delay-sensitive files and R2 for non-delay-
sensitive files. There are a series of file requests for the r files,
such that requests for each file (or content) i arrive as a Poisson
process with rate λi, i = 1, . . . , r. For a given placement (Si)
for each file, and erasure-coded parameters (ni, ki), we will use
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Fig. 1. System evolution for high/Low priority queuing.

probabilistic scheduling to select ki file chunks when a file is
requested. There are ni-choose-ki options, and each option is
chosen with certain probability. This scheduling strategy was
proposed in [16], and an outer bound on the latency was pro-
vided. The probabilistic scheduling for all these ni-choose-ki

options was shown in [16] to be equivalent to choosing each of
the storage nodes in Si with certain probability, say πi,j. More
formally, let πi,j ∈ [0, 1] be the probability that a request for
file i will be forwarded to and served by storage node j, i.e.,

πi,j = P

[
j ∈ Si is selected

∣∣∣ ki nodes are selected
]
. (1)

It is easy to see that πi,j = 0 if no chunk of content i is
placed on node j, i.e., j /∈ S . Further,

∑
j πi,j = ki since exactly

ki distinct storage nodes are needed to process each request.
Next, we will describe the two queuing models that are used
in this paper.

A. Priority Queuing

We assign a high priority for delay-sensitive files in R1
and a low priority for non-delay-sensitive files in R2. In order
to serve the tenants with different priorities, priority queues
involve having two sets of queues at each storage node - high
priority queues and low priority queues. The requests made by
the high priority tenant enter the high priority queues and the
requests made by the low priority tenant enters the low priority
queues. A chunk is serviced from high priority queue as long
as there is a chunk in the queue, and a chunk is serviced from
the low priority queue only if there is no chunk in the high
priority queue. We assume a non-preemptive priority queue,
where if a high priority request arrives during the waiting time
of a low priority request, the arriving high priority request will
be served first while the request which is already in service will
not be affected by the later arrival of high priority requests.

An example is shown in Fig. 1, where a server has two
queues, one for high priority requests and the other for low
priority requests, which we denote as Qh and Ql respectively.
At state 1, Qh has two jobs A2 and C1 and Ql has three
jobs B1, B2 and D2 in queue, with job A1 in service. Since
priority queues are used, a low priority request will only be
served when the high priority queue is empty and thus after
serving A1, A2 followed by C1 will be served, and all jobs in
low priority queue will wait as depicted in state 2. In state 3,

Fig. 2. System evolution for weighted queuing.

after C1 leaves, there is no new high priority request and thus
B1 from Ql will be served. State 4 shows a new high priority
request C2 arrives during when B1 is being served. Due to
the use of non-preemptive priority queue, the system will not
disrupt service for B1. After B1 is served, C2 will be served
before other low priority requests as depicted in State 5.

B. Weighted Queuing

Weighted queuing apportions service rate among different
service classes in proportion to given weights. Tenants with
higher weights receive more service rates, while tenants with
lower weights can still receive their fair share if the weights are
properly balanced. Assume that the total bandwidth B allocated
to a server is divided among two service classes by weights w1
and w2, such that all tenants’ files in class k gets bandwidth
of Bk = Bwk for k ∈ {1, 2}, satisfying

∑2
k=1 wk = 1. Thus,

the system is equivalent to dividing each physical server into
two logical servers, one with service bandwidth B1 = Bw1
and other with B2 = Bw2. We assume that the service time is
inversely proportional to bandwidth such that service time with
B/2 bandwidth will be twice as compared to that with a band-
width of B. Unlike priority queuing, each server now is able
to serve two requests from different classes at the same time,
offering different service bandwidths for different classes. In
this case, low-priority class may still get a small portion of
bandwidth, without having to wait for all the high-priority
jobs to finish.

To compare with the priority queuing model, we consider
an example as shown in Fig. 2. We have the same set of jobs
as in Fig. 1. We have A1, A2, C1, C2 as class 1 jobs, and B1,
B2, D1, D2 as class 2 jobs, where class 1 is the class with
larger weighted bandwidth resources and thus equivalent to a
higher priority. Let the jobs in service at state 1 be A1 and B1.
Each time a logical server for either class is free, the first job
of that class in queue will be served at the service bandwidth
of Bwk, k ∈ {1, 2}, as shown in all states in Fig. 2. We can see
from Fig. 2 that all class one requests are served during the 5
states, and 3 of the class 2 jobs are served. However, priority
queuing has to wait for class one requests to be served before
class 2, and thus fewer requests were served in the previous
example. Thus, weighted queuing provides more fairness to
low priority class customers.
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III. UPPER BOUND: PROBABILISTIC SCHEDULING

In this section, we will derive a latency upper bound for
each file in the two service classes.

We consider two types of delay, Queuing delay which is
denoted by Qj and Connection delay, which is denoted by Nj.
Queuing delay is the waiting time a chunk request receives in
node j due to sharing of network and I/O bandwidth, and is
determined by service rates and arrival rates of chunk request
at each storage node according to our queuing models. The
connection delay includes the overhead to set up a connection
from a tenant to node j in a certain data-center. We assume that
the connection delay has a known mean ηj and variance ξ2

j , and
is independent of Qj. It is easy to see that if a subset Ai ⊆ Si

of ki nodes are selected to process a file-i request, its latency is
determined by the maximum of queuing plus connection delay
of the ki nodes in Ai. Therefore, under probabilistic scheduling
we find average latency of file i as

T̄i = E

[
max
j∈Ai

(
Nj + Qj

)]
,

where the expectation is taken over all system dynamics
including queuing at each storage node and the random selec-
tion of Ai for each request with respect to probabilities
πi,j ∀j.

We denote Xj as the service time per chunk at node j, which
has an arbitrary distribution satisfying finite mean E[Xj] =
1/μj, variance E[X2

j ]−E[X2
j ] = σ 2

j , second moment E[X2
j ] =

�j,2, third moment E[X3
j ] = �j,3. Xiang et al. [16] gave an

upper bound on T̄i using its mean and variance as follows.
Lemma 1 [16]: The expected latency T̄i of file i is tightly

upper bounded by

T̄i ≤ min
z∈R

⎧⎨
⎩z +

∑
j∈Si

πi,j

2

(
E[Dj] − z

)

+
∑
j∈Si

πi,j

2

[√(
E
[
Dj
]− z

)2 + Var
[
Dj
]]
⎫⎬
⎭, (2)

where Dj = Nj + Qj is the aggregate delay on node j with
mean E[Dj] and variance Var[Dj].

We now consider the cases when different storage nodes
manage chunk requests using priority or weighted queue
models and derive upper bounds on service latency.

A. Latency Analysis With Priority Queues

According to our system model, we consider two priority
queues for each storage node, one for requests of file in service
class R1 (high priority class), and the other for requests in
service class R2 (low priority class). Each file is either high
priority or low priority and thus all chunk requests of the same
file have the same priority level k, where k = 1, 2. We note
that the queuing delay for different priority class requests is
different. This is because low priority class requests have to
wait for the queue of high priority class to finish. Thus, we
need to find an upper bound to the expected latency of the files
in the different priority classes using probabilistic scheduling.
Let �jk =∑i∈Rk

λiπij be the aggregate arrival rate of class k

requests on node j and ρjk = �jk/μj the corresponding service
intensity. We analyze non-preemptive priority queues on each
node and use the result in Lemma 1 to obtain an upper bound
on service latency for each file in the two service classes as
follows.

Theorem 1: For non-preemptive priority queues, the
expected latency T̄i,k of file i of class k is upper bounded by
T̄i in (2), where E([Dj] and Var[Dj] for class k are denoted by
E([Djk] and Var[Djk], respectively, and are given as follows.

E
([

Dj1
] = ηj + 1

μj
+
(
�j1 + �j2

)
�j,2

2
(
1 − ρj1

) , (3)

Var
[
Dj1
] = ξ2

j + σ 2
j +

(
�j1 + �j2

)
�j,3

3
(
1 − ρj1

)

+
(
�j1 + �j2

)2
�2

j,2

4
(
1 − ρj1

)2 , (4)

E
[
Dj2
] = ηj + 1

μj
+

(
�j1 + �j2

)
�j,2

2
(
1 − ρj1

)(
1 − ρj1 − ρj2

) , (5)

Var
[
Dj2
] = ξ2

j + σ 2
j +

(
�j1 + �j2

)
�j,3

3
(
1 − ρj1

)2(1 − ρj2
)

+
(
�j1 + �j2

)2
�2

j,2

4
(
1 − ρj1

)2(1 − ρj2
)2

+ �j1
(
�j1 + �j2

)
�2

j,2

2
(
1 − ρj1

)3(1 − ρj2
) (6)

Theorem 1 quantifies the mean and variance of the delay
for retrieving a file chunk of class k from each server j and
then employs the order statistics bound in Lemma 1 to derive
a bound on the maximum latency to retrieve ki chunks from
distinct servers. In our non-preemptive queuing model, any
requests belonging to high priority class R1 are moved to
the head of line and processed as soon as the storage server
becomes free. Thus, these high priority requests are processed
as if low priority class requests do not exist, except for a
residual service time to complete any request that has already
started on the server. For low priority class R2, a new request
is served only if there is no high priority request in the queue.
The service time (i.e., queuing delay) consists of four parts:
the residual service time to complete any active request, the
total service time of high priority requests that are already in
queue, the total service time of the low priority requests that
are already in queue before target request’s arrival, and the
total service time of the high priority requests arrived during
target request’s waiting time. The detailed expressions of the
moments of the queuing delays are presented in Appendix A.

B. Latency Analysis for Weighted Queuing

We consider the weighted queue policy, where each storage
node employs a separate queue for each service class. Queuing
delay Qk

j for class k requests on node j depends on the queu-
ing weights wjk since service bandwidth on each storage node
is shared among all queues in proportion to their assigned
weights, whereas connection delay due to protocol overhead is
independent of bandwidth allocation and remains unchanged.
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Let μj be the overall service rate on node j. According to our
weighted queuing model, class k requests on node j receive
wjk fraction of service bandwidth and therefore have an aver-
age service time 1/(wjkμj) per chunk request. Due to Poisson
property of request arrivals, each weighted queue can be mod-
eled as a M/G/1 queue, whose mean and variance can be found
in closed-form.

Theorem 2: For weighted queues, the expected latency T̄i,k

of file i of class k is upper bounded by T̄i in (2), where E([Dj]
and Var[Dj] for class k are denoted by E([Djk] and Var[Djk],
respectively, and are given as follows.

E
[
Djk
] = ηj + 1

μj
+ �kjP2

kj�j,2

2wjk
(
wjk − �kjPkj/μj

) (7)

Var
[
Djk
] = ξ2

j + σ 2
j

+
2∑

k=1

Pkj

(
�kjPkj�j,3

3w2
jk

(
wjk − �kjPkj/μj

)

+ �2
kjP

2
kj�

2
j,2

4w2
jk

(
wjk − �kjPkj/μj

)2

⎞
⎠, (8)

where �kj = ∑
i∈Rk

λiπij is the arrival rate of class k files at

the storage node k, Pkj = �kj∑
k �kj

is the proportion of class k
files at storage node j.

With weighted queues, the two queues for different classes
are M/G/1 queues with different arrival rates and service rates
since we assumed that service time is proportional to the band-
width. Thus, we can look at each queue separately and the
analysis as in [16] can be done for each class. The mean and
variance with weighted queues can be found by summing the
mean and variance of each of the classes by weighing the sums
with the probability that a file belongs to that particular class.
The detailed proof is given in Appendix B.

IV. JOINT LATENCY OPTIMIZATION FOR

DIFFERENTIATED SERVICES CLASSES

In this section we jointly optimize differentiated service
latency for files in all service classes over three dimensions.
First, we need to decide the chunk placement of each file
i across the m servers based on the erasure code parameter
(ni, ki). Second, when a client requests a file, a subset of ki

nodes hosting desired file chunks must be selected according
to probabilities πi,j ∀j, i.e., the access probabilities for each
chunk.1 Finally, in the case of weighted queues, we also need
to decide on the weights wjk used for sharing service band-
width among different classes of files. In this section, we will
formulate the service latency optimization problem in erasure-
coded storage using priority and weighted queues, and then
propose the two algorithms, namely Algorithm JLOP (Joint
Latency Optimization in Priority Queuing) and JLOW (Joint
Latency and Weight Optimization), for solving the latency
minimization for differentiated services classes in the model
described in previous section. In an online environment with

1Note that it is possible to have πi,j = 0 even if a chunk of file i is placed
on node j, i.e., the chunk is only a cold copy to ensure fault-tolerance and is
never accessed in latency optimization.

dynamic file arrivals and removals, we can solve Problems
JLOP and JLOW repeatedly using the proposed algorithms to
update system configurations on the fly.

A. Latency Optimization for Priority Queues

For priority queues, we give preference to high-priority ten-
ants by allowing them to occupy as many system resources
as needed without consideration for low-priority requests,
while the low-priority tenants share the remaining resources
given decisions of high-priority tenants. Thus, we propose a
two-stage optimization problem as follows. First, we jointly
optimize the chunk placement and access probabilities for all
files in the high-priority class to minimize service latency they
receive. Then, latency for the low-priority files is minimized
based on the existing traffic generated by the high-priority
files.

Let λ̂k = ∑
i is file of priority class k λi be the total arrival rate

for high priority requests, and thus λi/λ̂k is the fraction of file
i requests among the class k priority files. The average latency
of all files in class k is given by

∑
i∈Rk

(λi/λ̂k)T̄ik, for k = 1, 2.
Our goal is to minimize the latency of high priority files over
their chunk placement and access probabilities regardless of
low priority requests, and based on the decision, to update
optimization variables of low priority files to minimize their
latency under existing high priority file traffic. We formulate
problem JLOP, which consists of 2 sequential optimization
problems for k = 1, 2 as follows.

JLOP:

min
∑
i∈Rk

λi

λ̂k
T̄ik (9)

s.t.
m∑

j=1

πi,j = ki, ∀i (10)

πi,j ∈ [0, 1], πi,j = 0, ∀k, ∀j /∈ Si, (11)

|Si| = ni and Si ⊆ M (12)

var. Si, πi,j, ∀i, j.

We can see this optimization problem for k = 1, 2 is a
mixed integer optimization as we have fixed n servers to select
for chunk placement for each request. It is hard to solve in
general, thus we propose to break this problem into two sub-
problems: placement and scheduling, which have an easier-to-
handle structure and can be solved efficiently.

We consider the sub-problem for optimizing scheduling
probabilities and recognize that for fixed chunk placements,
Problem JLOP is convex in πij. The scheduling algorithm for
high priority class is convex, since the low priority class does
not exist as seen by the high priority class, so the problem
becomes the optimization with only one priority class, which
can be easily proved that T̄ik is convex over �jk as shown
in [16], and �jk is a linear combination of πij, thus the opti-
mization problem is convex in πij when other parameters are
fixed. For low priority class, we have the following lemma.

Lemma 2 (Convexity of the Scheduling Sub-Problem for
Low Priority Class): When {z, Si} are fixed, Problem JLPO
is a convex optimization over probabilities {πi,j}.
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Now we consider the placement sub-problem that optimiz-
ing over Si for each file request with fixed z, πij for all classes
in priority queuing. We first rewrite latency bound T̄ik as

T̄ik = z +
∑
j∈Si

πij

2
F
(
z,�jk

)
(13)

where F(z,�jk) = Ajk +
√

A2
jk + Bjk is an auxiliary function

with Ajk = E([Djk] − z and Bjk = Var[Djk]. To show that the
placement subproblem can be cast into a bipartite matching,
we consider the problem of placing file i chunks on m available
servers. It is easy to see that placing the chunks is equivalent
to permuting the existing access probabilities {πi,j, ∀j} on all
m servers, because πi,j > 0 only if a chunk of file i is placed
on server j. Let β be a permutation of m elements. Under new
placement defined by β, the new probability of accessing file
i chunk on server j becomes πi,βj. Thus, our objective in this
sub-problem is to find such a placement (or permutation) β(j)
∀j that minimizes the average service latency, which can be
solved via a matching problem between the set of existing
scheduling probabilities {πij, ∀j} and the set of m available
servers, with respect to their load excluding the contribution of
file i itself. Let �−i

jk = �jk −λiπij when request for file i is of
priority class k, be the total request rate at server j, excluding
the contribution of file i. We define a complete bipartite graph
Gr = (U, V , E) with disjoint vertex sets U, V of equal size
m and edge weights given by

Du,v =
∑

i

λiπiu

2λ̂k
F
(

z,�−i
vk + λiπiu

)
, ∀u, v (14)

which quantifies the contribution to overall latency (in objec-
tive value (9) by assigning existing πiu to server v that has
an existing load �−i

vk . It is easy to see that a minimum-weight
matching on Gr finds an optimal β to minimize

m∑
u=1

Du,β(u) =
m∑

u=1

∑
i

λiπiu

2λ̂k
F
(

z,�−i
vk + λiπiu

)
,

which is exactly the optimization objective of Problem JLOP
(except for a constant) if a file chunk with access probability
πi,u to a rack with existing load �−i

i,β(u).
Now we can propose our algorithm JLPO (described in

Fig. 3), which solves the placement and scheduling sub-
problems iteratively for each of the 2 priority classes.
Algorithm JLPO finds a solution for the joint optimization
by iteratively solving its sub-problems, i.e., requires schedul-
ing and chunk placement for the two service classes. In Step
1, we solve a convex optimization to determine the optimal
request scheduling for high priority class with all other deci-
sion variables fixed. Next, for given scheduling probabilities,
Step 2 computes an optimal matching between file chunks and
storage serves to minimize overall access latency. The same
process is repeated in Steps 3 and 4 for the low priority service
class, which also requires to solve a convex scheduling opti-
mization (due to Lemma 2) and optimal matching for chunk
placement. Finally, latency bounds for both high and low prior-
ity classes are updated via an optimization of z. The proposed
algorithm is guaranteed to converge to a local optimal point of
the joint optimization, since no local changes (in scheduling

Fig. 3. Algorithm JLOP: Our proposed algorithm for solving Problem JLOP.

or placement alone) in any sub-problems is able to further
improve the objective. The algorithm is guaranteed to converge
because the optimality in solving each sub-problem ensures a
sequence of monotonically decreasing latency objectives.

B. Latency Optimization for Weighted Queues

In the presence of weighted queues, we consider a joint opti-
mization of all files in different service classes by minimizing
a weighted aggregate latency. Let λ̂k =∑i∈Rk

λi, λ̂ =∑k λ̂k,
and T̃ik be given by the upper bound on T̄i1 in Theorem 2.
Then, we want to optimize the following.

min C1T̃1 + C2T̃2 (15)

s.t. T̃k = λ̂k

λ̂

∑
i is file of class i

T̃ik, (16)

m∑
j=1

πi,j = ki, πi,j ∈ [0, 1], πi,j = 0 (17)

∀j /∈ Si, (18)
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Fig. 4. Algorithm JLWO: Our proposed algorithm for solving Problem
JLWO.

N∑
i=1

∑
j �=i

wjk = 1. (19)

|Si| = ni, and S k
i ⊆ M (20)

var. Si, πi,j, wjk, ∀i, j, k.

As we have to choose fixed n servers for chunk placement
according to the (n, k) erasure code applied, problem JLWO is
a mixed integer optimization and hard to have a computational
solution. In order to solve this optimization problem, we first
break Problem JLWO into three sub-problems: (i) a weight
sub-problem for optimizing service bandwidth among different
queues by choosing weights wjk, (ii) a scheduling sub-problem
for determining accessing probabilities πi,j, and (iii) a place-
ment sub-problem that select a subset Si nodes to host encoded
chunks of file i.

We first recognize the scheduling sub-problem is convex.
It can be easily proven using the convexity of T̄k over �jk

as shown in [16], and due to the fact that �jk is a linear
combination of πij. Second, as for the placement problem we
again cast it into a matching, similar to the one proposed for
priority queuing. It results in a bipartite matching that can
be solved efficiently. Finally, we show that the weight sub-
problem is convex with respect to wjk in the following lemma.

Lemma 3: (Convexity of the bandwidth allocation
sub-problem): When {z, πi,j, Si} are fixed, Problem JLWO is
a convex optimization over weights {wjk}.

We propose Algorithm JLWO (described in Fig. 4) to solve the
differentiated latency optimization in weighted queuing by iter-
atively computing optimal solutions to the three sub-problems.
In particular, Step 1 finds optimal bandwidth allocation for
fixed chunk placement and request scheduling via a convex

optimization (due to Lemma 3) of weights wi. Next, Step
2 solves optimal scheduling probabilities, and Step 3 solves
optimal chunk placement using Bipartite matching. Since each
step finds an optimal solution for a sub-problem, the iterative
algorithm is guaranteed to generate a monotonic sequence of
objective values and is converged to a local optimal solution.

V. IMPLEMENTATION AND EVALUATION

A. Tahoe Testbed

To validate our proposed algorithms for priority and
weighted queuing models, and to evaluate their performance,
we implemented the algorithms in Tahoe [20], which is an
open-source, distributed file-system based on the zfec erasure
coding library. It provides three special instances of a generic
node: (a) Tahoe Introducer: it keeps track of a collection of
storage servers and clients and introduces them to each other.
(b) Tahoe Storage Server: it exposes attached storage to exter-
nal clients and stores erasure-coded shares. (c) Tahoe Client:
it processes upload/download requests and connects to storage
servers through a Web-based REST API and the Tahoe-LAFS
(Least-Authority File System) storage protocol over SSL.

Our experiment is done on a Tahoe testbed consists of three
separated hosts in an Openstack cluster running Havana, where
we reserved bandwidths between these hosts in different avail-
ability zones (using a bandwidth control tool from our Cloud
QoS platform) to simulate three separate data centers. The vir-
tual hosts (VM’s) on the same host are simulated as real hosts
that belong to the same availability zone and in one data center.
Out of the virtual hosts distributed across the three simulated
data centers, we ran 12 storage servers on 12 virtual hosts, and
we ran one introducer on a separate virtual host and 1 extra-
large client node (with sufficient cpu and memory capacities)
as a virtual host to initiate all client requests. The 12 storage
servers are evenly distributed onto the three data-centers; i.e.,
we have four VM instances(storage servers) in each of the
three Openstack availability zones in our cluster. We had to
use an extra-large client node since we had to initiate a large
number of requests through the client, using multiple Tahoe
ports to simulate multiple clients on this node. All VMs have
a 100GB volume attached for storing chunks in the case of
storage servers and clients, or meta information in the case of
the introducer. Our Tahoe testbed is shown in Fig. 5.

B. Basic Experiment Setup

We use (7,4) erasure code in the Tahoe testbed through-
out the experiments described in the implementation section;
however, we have two experiment setups for the two different
queuing models.

For priority queuing, Algorithm Priority provides chunk
placement and request scheduling for both high priority and
low priority classes, which we also denote as class 1 (high
priority) and class 2 (low priority). We assign the arrival rates
of the two classes and generate file requests of class 1 and
class 2 one by one based on the arrival rates. File requests are
divided into chunk requests and then dispatched to the servers.
When chunk requests arrive at the server, class 2 requests enter
at the end of the queue while class 1 requests enter at the
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Fig. 5. Our Tahoe testbed with three hosts and each has 4 VMs as storage
servers.

Fig. 6. Convergence of Algorithm Priority and Algorithm Weighted for het-
erogeneous files on our 12-node testbed. Both algorithms efficiently compute
the solution in 175 iterations.

end of class 1 requests, before any class 2 request. Since we
are using non-preemptive priority queuing, class 2 requests
that are already in service before a class 1 request enters the
queue will be allowed to be completed with no interference
from class 1 requests. Chunk placement and request scheduling
decisions that will minimize average latency for both classes
will come from Algorithm JLOP.

For weighted queuing, requests are generated based on
arrival rates for the two classes, then the system calls a band-
width reservation tool to reserve the assigned bandwidth Bwi,j

based on weights of each server from the algorithm, and then
submit all the requests of the two classes. The system will
calculate the chunk placement, request scheduling and weight
assignment decisions from Algorithm JLWO.

C. Experiments and Evaluation

Convergence of Algorithm: We implemented Algorithm
JLOP and Algorithm JLWO in MATLAB, where the con-
vex optimization sub-problems are solved using MOSEK, a
commercial optimization solver (even though one can imple-
ment them with any standard algorithm). For 12 distributed
storage servers in our testbed, Figure 6 demonstrates the con-
vergence of our algorithms, which optimizes the latency for
the two classes in both queuing models over: chunk placement
Si, request scheduling πi,j and bandwidth weights distribution
wi,j (for weighted queuing model). As we have proven that
algorithm JLOP and JLWO are both convex and the optimiza-
tion is solvable earlier, now we see the convergence of the
proposed optimized queuing algorithms in Fig. 6. Our algo-
rithms for the two models efficiently solve the optimization

Fig. 7. Actual service time distribution for both classes of priority queuing
and weighted queuing; each has r = 1000 files, each of size 100MB using
erasure code (7,4) with the aggregate request arrival rate set to λi = 0.28 /sec
in each model.

problem with r = 1000 files. For weighted queuing we set
C1 = 1, C2 = 0.4 in the objective function. For priority queu-
ing, we plot latency for the two classes in such a way that
the latency for class 2 is multiplied by a factor of 0.05; this is
necessary to have T1 and T2 on the same scale since class 2
experiences a high latency. It is observed that the normal-
ized objective converges within 175 iterations for a tolerance
ε = 0.01. To achieve dynamic file management, our optimiza-
tion algorithm can be executed repeatedly upon file arrivals
and departures.

Validation of Experiment Setup: While our service delay
bound applies to arbitrary distribution and works for systems
hosting any number of files, we first run an experiment to
understand actual service time distribution for each class in
both priority queuing and weighted queuing models on our
testbed. We upload r = 1000 files of size 100MB file using a
(7, 4) erasure code. All the experiments for access were run
to account for a 10-hour duration, which would account for
efficient averaging. The experiment for priority queuing used
an aggregate request arrival rate for both classes at 0.28/sec,
out of which the arrival rate for class 1 request is 0.0122/sec
and arrival rate for class 2 is 0.2678/sec. Thus, the ratio of
class1/class2=1/22. This ratio is such that the interval between
class 1 arrivals is similar to the chunk service time so that
class 2 requests get a chance to be serviced. For weighted
queuing, the aggregate request arrival rate for both classes
is 0.28/sec, with each class having a rate of 0.14/sec, ratio
of class1/class2 requests =1/1. Then we measure the chunk
service time of class 1 and class 2 at the servers of both
models. Bandwidth weights are 0.6 for class 1 and 0.4 for
class 2 for weighted queuing. Figure 7 depicts the Cumulative
Distribution Function (CDF) of the chunk service time for each
class in each queuing model. We note that both class 1 and
class 2 for priority queuing have a mean chunk service time of
around 22 sec, and class 1 for weighted queuing has a mean
chunk service time of 35 sec and class 2 for weighted queu-
ing has a mean chunk service time of 60 sec, which means
the chunk service time is proportional to the bandwidth reser-
vation based on weight assignments for M/G/1 queues, thus
validating our assumption for the analysis of weighted queues.

Validation of algorithms and joint optimization: In order to
validate that the algorithms work for the two queuing models, we
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Fig. 8. r = 1000 files, each of size 100MB, aggregate request arrival rate
for both classes is 0.28/sec for both priority/weighted queuing; varying C2 to
validate our algorithms, weighted queuing provides more fairness to class 2
requests.

choose r = 1000 files of size 100MB, and aggregate arrival rate
0.28/sec. For weighted queuing, we use ratio class1/class2=1:1,
i.e., arrival rate of 0.14/sec for each class. We then upload het-
erogeneous files of size 100MB to obtain the service time
statistics for class 1 and class 2 (including mean, variance, and
second, third moment) at all storage nodes when running the
two queuing models. We fix C1 = 1 and vary C2 from 0 to
1 and run both Algorithm Priority (not affected by C2) and
Algorithm JLOP and JLWO to generate the optimal solution
for both priority queuing and weighted queuing. The algo-
rithms provide chunk placement, request scheduling for the
two models and weight assignment (for weighted queuing).
We then find the average retrieval latency of the r files. For
priority queuing, the aggregate request arrival rate is 0.28/sec
with ratio class1/class2=1:22. We repeat the experiment for
priority queuing using placement and scheduling decisions from
algorithm JLOP, and take the average latency to get enough
data points for both priority classes in Fig. 8, even though C2
does not affect latency in priority queuing. From Fig. 8 we
can see for weighted queuing, latency of class 2 increases as
C2 decreases; i.e., when class 2 becomes even less important.
Also, the average latency of class 1 requests decreases as C2
decreases. This shows the expected result that when class 2
becomes more important, more weight is allocated to class 2,
and since C2 is always smaller than C1, class 1 gets more
bandwidth. For priority queuing we can see even with a much
lower arrival rate of class 1 as compared to weighted queuing
model, class 2 requests rarely get a chance to be served due to
the priority queuing policy. Thus, they experience extremely
long latency as compared to class 1 requests, and even when
they are compared to both classes in weighted queuing. Fig. 8
shows that weighted queuing provides much more fairness for
class 2 requests than priority queuing.

Evaluation of the performance of our solution–Priority
queuing: To demonstrate the effectiveness of algorithm JLOP
for priority queuing, we vary file size in the experiments from
50MB to 250MB with an aggregate request arrival rate at 0.28,
ratio of high priority/low priority=1/22, and erasure code (7,4).
We choose r = 1000 files, with 200 files of each file size, i.e.,
200 files of 50MB, 200 of 100MB, etc. We initiate retrieval
requests of these files and plot the average latency for files of
each size. We also showed our analytic latency upper bound

Fig. 9. Evaluation of different file sizes in priority queuing. Both experiment
and bound statistics are using the secondary axis. Latency increases quickly as
file size grows due to the queuing delay of both classes in priority queuing. Our
analytic latency bound taking both network and queuing delay into account
tightly follows actual service latency.

Fig. 10. Evaluation of different request arrival rates in priority queuing.
Fixed λ2 = 0.14/sec and varying λ1. As arrival rates of high priority class
increase, latency of low priority requests shows logarithm growth.

in Figure 9. We see that the average latency increases almost
linearly with file size for high priority class since the ser-
vice time for each class increases linearly, and queuing delay
depends only on high priority requests. However, for requests
of low priority latency increases more than linearly with file
sizes since the latency depends mainly on whether a request
get a chance to be served or not, i.e., queuing delay dominates
and the service time is much smaller as compared to queuing
delay. We also observe that our analytic latency bound tightly
follows actual average service latency for both classes.

Next, we fixed the arrival rate of low priority requests to
0.14/sec and varied the file request arrival rate of high prior-
ity class from λ1 = 0.027 /sec to λ1 = 0.015 /sec with file
size 200MB. Actual service delay and our analytic bound for
each class is shown by a bar plot in Figure 10. Our bound
provides a close estimate of service latency as shown in the
figure. As arrival rates for high priority increases, latency of
low priority class shows logarithmic growth, which means the
probability that a low priority request gets served becomes
dramatically less as the arrival rate of high priority requests
increases, which leads to extremely long queuing delay for low
priority requests. This shows extreme unfairness for class 2
requests.

Evaluation of the performance of our solution–Weighted
queuing: For weighed queuing, we design a similar experi-
ment as in the case of priority queuing to compare the results.
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Fig. 11. Evaluation of different file sizes in weighted queuing. Latency
increase shows more fairness for class 2 requests. Our analytic latency bound
taking both network and queuing delay into account tightly follows actual
service latency for both classes.

Fig. 12. Evaluation of different request arrival rates in weighted queuing.
As the arrival rate increases, latency increase shows more fairness for class 2
requests compared to priority queuing.

First, we varied the file size from 50MB to 250MB with
aggregate request arrival rate of 0.28/sec, and the ratio of
class1/class2=1/1. We have 1000 heterogeneous files in total,
out of which every 200 files are of the same file size. A (7,4)
erasure code is applied, C1 = 1, and C2 = 0.4. We used the
same workload combination as in the file size experiment for
priority queuing. As shown in Fig. 11, we can see for both
classes, latency increases as file size increases, but class 2
increases much faster than class 1. This is because the class 2
requests typically get a small portion of service bandwidth,
thus increasing file size will increase the service time and thus
the queuing time is a lot more than class 1 requests, which
get more bandwidth. Also the analytic bound for both classes
tightly follows the actual latency as shown in the figure as
well. However, even though class 2 requests are experiencing
longer latency than class 1 requests in this case, the latency
is still within a proper range unlike that in priority queuing.
Thus, we can see that weighted queuing provides more fairness
to different classes.

Next we varied the aggregate arrival rate of both class 1
and class 2 requests from 0.34/sec to 0.22/sec as shown in
Figure 12 with file size 200MB, while keeping the ratio of
class1/class2=1. Actual service delay and our analytic bound
for each class is shown in Figure 10, where the bound provides
a close estimate of service latency as shown in the figure. We
can see as the arrival rate for class 1 increases, latency of
class 2 also increases much faster than that of class 1. This is
because increasing the arrival rate for class 1 will give more

bandwidth to class 1 in order to reduce their latency and thus
further decreases the bandwidth to class 2. Also, increasing the
workload could not be completely compensated by increasing
the bandwidth, and thus latency of class 1 increases too.

VI. CONCLUSION

Relying on a novel probabilistic scheduling policy, this
paper develops an analytical upper bound on average ser-
vice delay of multi-tenant, erasure-coded storage with arbi-
trary number of files and any service time distribution using
weighted queuing or priority queuing to provide differenti-
ated services to different tenants. An optimized distributed
storage system is then formalized using these queues. Even
though only local optimality can be guaranteed due to the
non-convex nature of the problems, the proposed algorithm
significantly reduces the latency. Both our theoretical analysis
and algorithm design are validated via a prototype in Tahoe, an
open-source, distributed file system, in an open-source, cloud
storage deployment that simulates three geographically dis-
tributed data centers through bandwidth reservations. Note that
this paper focuses on two service classes only, and an exten-
sion to a general number of service classes is still an open
research problem.

APPENDIX A
THEOREM 1

Proof: Following the results in [21, Ch. 3] and
[22, Ch. 7], we have that the mean queuing delay for the
high priority class at server j is given as

E
[
Qj1
] = E[R]

1 − ρj1

where E[R] is the residual service time, given as

E[R] =
2∑

k=1

�jk�
2
j

2
,

and � =∑2
k=1 �jk be the aggregate request arrival rate of the

two priority classes at server j. The mean queuing delay for
the low priority class at server j is given as

E
[
Qj2
] = E[R](

1 − ρj1
)(

1 − ρj1 − ρj2
)

The second moment of the queuing delay for the high
priority class at server j is

E

[
Q2

j1

]
= 2
(
E[Qj1]

)2 + ρj1E
[
R2
]

1 − ρj1
,

where E[R] = E[X2
j ]

2E[Xj]
and E[R2] = E[X3

j ]
3E[Xj]

. The variance of the
queuing delay for the high priority class at server j is

Var
[
Qj1
] = E

[
Q2

j1

]
− (E[Qj1

])2

= ρj1(
1 − ρj1

)2
(
ρj1(E[R])2 + (1 − ρj1

)
E[R2]

)
(21)
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The second moment of the queuing delay for the low
priority class at server j is

E

[
Q2

j2

]
= 2
(
E
[
Qj2
])2 +

(
ρj1 + ρj2

)
E
[
R2
]

(
1 − ρj1

)2(1 − ρj2
) ,

and the variance of the queuing delay for the high priority
class at server j is

Var
[
Qj2
] = E

[
Q2

j1

]
− (E[Qj1

])2

= ρj1 + ρj2(
1 − ρ2

j1

(
1 − ρj2

)2)
((

1 − ρj2
)
E[R2]

+
[(

ρj1 + ρj2
)+ ρj1

(
1 − ρj2

)

1 − ρj1

]
(E[R])2

)
(22)

This further gives

Var
[
Qj2
] =

(
�j1 + �j2

)
�j,3

3
(
1 − ρj1

)2(1 − ρj2
) +

( (
�j1 + �j2

)
�j,2

2
(
1 − ρj1

)(
1 − ρj2

)
)2

+ �j1
(
�j1 + �j2

)
�2

j,2

2
(
1 − ρj1

)3(1 − ρj2
) (23)

These will further give the result as shown in Theorem 1
after simplification.

APPENDIX B
THEOREM 2

Proof: From the weighted queuing model we know that
each of them will be served at different service rate, thus ser-
vice time for each weighted queue with weight wjk would be
E[X]/wjk, with probability Pjk, thus the expected service time

would be
∑n

k=1
PjkE[X]

wjk
, variance of service time should be

E[X2
jk] − (E[Xjk)

2], thus we have Var[Xjk] as the second item
in EZj. We also have

E
[
Qj
] =

n∑
k=1

PjkE
[
Qjk
]
,

where E[Qjk] is the expected waiting time for requests in the
M/G/1 queue with weight wjk, which is the same as what
we derived for single priority class in priority queuing, with
different service rates:

E
[
Qjk
] = �jkPjkE

[
X2
]
/w2

jk

2 − �jkPjkE[X]/wjk

Then we can obtain:

E
[
Qj
] =

n∑
k=1

Pjk

�jkPjkE
[
X2
]
/w2

jk

2 − �jkPjkE[X]/wjk

After simplification, we obtain the third item in the state-
ment of the lemma. For the variance, we apply the results
we get for single priority class model with weighted service
rates and take average with the distribution probability for

each weighted queue to get:

Qjk =
n∑

k=1

Pjk

( �jkPjkE
[
X3
]
/w3

jk

3
(
1 − �jkPjkE[X]/wjk

)

+ �2
jkPjkE

[
X4
]
/w4

jk

4
(

1 − �jkPjkE[X]/w2
jk

)
)

(24)

A simplification will lead to the equation in Theorem 2.

APPENDIX C
LEMMA 2

Proof: As shown in Equation (13), T̄ik depends on F(z, πij)

for weighted queuing. Since we have:

F
(
z,�jk

) = Aj2 +
√

A2
j2 + Bj2

We find the second order derivatives of Aj2 with respect
to �j2.

∂2Ajk

d�2
j2

= �j,2(
ρj1 − 1

)(
ρj1μj + �j2 − μj

)3 (25)

We note that ρj1 −1 < 0, and (ρj1μj +�j2 −μj)
3 is negative

as long as ρj2 < 1 − ρj1, since �j2 is a linear combination of
πij for low priority class, i.e., Aj2 is convex in πij as long as
�j2 <

1−ρj1
μj

. We find the second order derivatives of Bj2 with
respect to �j2.

∂2Bj2

d�2
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)
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)3(
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)3 (26)

Here, all the three terms are positive as long as �jk < μj.
Thus, both Aj2 and Bj2 are convex in πj2. Now we prove that
F is convex in Aj2 and Bj2:

∂2F

∂�2
j2

= ∂2Aj2

∂�2
j2

+
Aj2

∂2Aj2

∂�2
j2

+ Bj2
∂2Bj2

∂�2
j2(

A2
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+
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Aj2
∂Bj2
∂�j2

+ Bj2
∂Aj2
∂�j2

)2

(
A2

j2 + B2
j2

)3/2
(27)

As we have proved that
∂2Aj2

d�2
j2

> 0 and
∂2Aj2

d�2
j2

> 0 then it easy

to see from equation (27) that ∂2F
∂�2

j2
> 0. Since F is increasing

and convex in Aj2 and Bj2, and Aj2 and Bj2 are both convex
in �j2, we conclude that their composition F(z,�j2) is also
convex in �j2. This completes the proof.
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APPENDIX D
LEMMA 3

Proof: As shown in Equation (13), T̄1, T̄2 depends on
F(z, πij, wjk) for weighted queuing. Since we have:

F
(
z,�jk, wjk

) = Aj +
√

A2
jk + Bjk

We find the second order derivatives of Ajk with respect to wjk.

∂2Ajk

dw2
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=
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j w2
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4
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)3
(28)

where the numerator is positive since it’s the sum of two

squares (
3μjwjk

2 −�jkPjk)
2 and

3μ2
j w2

jk
4 . Denominator is positive

as long as wjk >
�jkPjk

μj
.

The second order derivatives of Bjk with respect to wjk is
given as

∂2Bjk

dw2
jk

= �2
jkP3

jk�
2
j,2

2w2
jk

(
wjk − �jkPjk

μj

)2

×
⎛
⎜⎝ 3

w2
jk

+ 4

wjk

(
wjk − �jkPjk

μj

) + 3(
wjk − �jkPjk

μj

)2

⎞
⎟⎠,

(29)

which is positive as long as wjk >
�jkPjk

μj
. Thus, both Ajk and

Bjk are convex in wjk. As proved in the proof of Lemma 2,
F is convex in Ajk and Bjk. Since F is increasing and convex
in Ajk and Bjk, and Ajk and Bjk are both convex in wjk, we
conclude that their composition F(z,�jk, wjk) is also convex
in wjk. This completes the proof.
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