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Abstract

Covering option discovery has been developed to improve the exploration of RL
in single-agent scenarios with sparse reward signals, through connecting the most
distant states in the embedding space provided by the Fiedler vector of the state
transition graph. Given that joint state space grows exponentially with the number
of agents in multi-agent systems, existing researches still relying on single-agent
option discovery either become prohibitive or fail to directly discover joint options
that improve the connectivity of the joint state space. In this paper, we show how
to directly compute multi-agent options with collaborative exploratory behaviors
while still enjoying the ease of decomposition. Our key idea is to approximate the
joint state space as a Kronecker graph, based on which we can directly estimate
its Fiedler vector using the Laplacian spectrum of individual agents’ transition
graphs. Further, considering that directly computing the Laplacian spectrum is
intractable for tasks with infinite-scale state spaces, we further propose a deep
learning extension of our method by estimating eigenfunctions through NN-based
representation learning techniques. The evaluation on multi-agent tasks built with
simulators like Mujoco, shows that the proposed algorithm can successfully identify
multi-agent options, and significantly outperforms the state-of-the-art. Codes are
available at: https://github.itap.purdue.edu/Clan-labs/Scalable_MAOD_via_KP.

1 Introduction

Option discovery [1] enables temporally-abstract actions to be constructed and utilized in RL, which
can significantly improve the performance of RL agents. Among recent developments, Covering
Option Discovery [2, 3] has been shown to be an effective approach to improve the exploration in
environments with sparse reward signals. In particular, it first computes the second smallest eigenvalue
λ2 and the corresponding eigenvector F (i.e., Fiedler vector [4]) of the Laplacian matrix extracted
from the state transition process in RL. Then, options are built to connect the states corresponding
to the minimum or maximum in F , which greedily improves the algebraic connectivity of the state
space [5] and accelerate exploration within it. In this paper, we consider constructing and utilizing
covering options in MARL. Due to the exponentially-large state space in multi-agent scenarios,
a commonly-adopted way to solve this problem [6–9] is to construct individual options as if in a
single-agent environment first, and then learn to collectively leverage these individual options to
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tackle multi-agent tasks. This method fails to consider the coordination among agents in the option
discovery process, and thus can suffer from poor behavior in multi-agent collaborative tasks.

To this end, we propose a framework that makes novel use of Kronecker graphs to directly construct
multi-agent options and adopt them to accelerate the joint exploration of agents in MARL. In
particular, the joint state space is approximated as the Kronecker product of the state spaces of
individual agents. Then, based on the theorem we propose, we can directly estimate the Fiedler vector
of the joint state space using the Laplacian spectrum of individual ones. Next, the joint options can
be constructed to explore the joint states corresponding to the minimum or maximum in the Fiedler
vector, resulting in a greedy improvement of the joint state space’s connectivity. However, calculating
the Laplacian spectrum can be expensive in a matrix base. As a scalable extension, we leverage a deep
neural network approximation to learn the Laplacian spectrum so that our method can be adopted
to tasks with infinite-scale state spaces. Our main contributions are: (1) We propose Multi-agent
Covering Option Discovery – a decentralized manner to discover multi-agent options which can
greatly aid the joint exploration of agents in MARL. (2) We propose that multi-agent options can be
adopted to MARL in either a decentralized or centralized manner, which means that agents can either
jointly decide on their options, or choose their options independently and select different options to
execute simultaneously. (3) We scale Multi-agent Covering Option Discovery to infinite-scale state
spaces using SOTA representation learning techniques, and propose that the discovered options can
be adopted with deep MARL methods for continuous tasks. (4) We empirically show that agents
using our multi-agent options significantly outperform agents with single-agent options or no options.

2 Related Work

Option Discovery: The option framework was proposed in [1], which extends the usual notion of
actions to include options — the closed-loop policies for taking actions over a period of time. A lot
of option discovery algorithms have been proposed. Some of them are based on task-related reward
signals [10–13]. Specifically, they directly define or learn the options through gradient descent that
can lead the agent to the rewarding states, and then utilize these trajectory segments (options) to
compose the completed trajectory toward the goal state. These methods rely on dense reward signals,
which are hard to acquire in real-life tasks. Other works define the sub-goal states (termination
states of the options) based on the visitation frequency of the states. For example, in [14–16], they
discover the options by recognizing the bottleneck states in the environment, through which the agent
can transfer between the sub-areas that are loosely connected in the state space, and they define
these options as betweenness options. Recently, there are some state-of-the-art option generation
methods based on the Laplacian spectrum of the state-transition graph, such as [2, 3, 17–19], since the
eigenvectors of the Laplacian of the state space can provide embeddings in lower-dimensional space,
based on which we can obtain good measurements of the accessibility from one state to another.
Especially, in [3, 19], they propose covering options and prove that their option generation method
has higher exploration speed and better performance compared with the previous option discovery
methods. Note that all the approaches mentioned above are for single-agent scenarios, we will extend
the construction and adoption of covering options to MARL in this paper.

Adopting options in multi-agent scenarios: Most of the researches on adopting options in MARL
[6–9, 20, 21] try to first learn the options for each agent with the option discovery methods we
mentioned above, and then learn to collaboratively utilize these individual options. Therefore, the
options they use are still single-agent options, and the coordination among agents can not be utilized
in the option discovery process. In this paper, we propose directly constructing multi-agent covering
options of the joint state transition graphs based on Laplacian spectrum of the individual ones, and
explore how to utilize the multi-agent options in MARL tasks effectively. Further, to scale our
algorithm, we extend a tabular algorithm considered in [22], adopt SOTA representation learning
techniques to obtain the Laplacian spectrum for option discovery, and integrate the discovered options
with deep MARL algorithms, to aid the learning performance in scenarios with infinite-scale state
spaces, which is testified on multiple complex Grid and Mujoco tasks.

3 Background

Kronecker Product of Graphs: Let G1 = (VG1
, EG1

) and G2 = (VG2
, EG2

) be two state transition
graphs (defined in Appendix B), corresponding to the individual state space S1 and S2. The Kronecker
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(a) Joint state transition graph of agent 1 and 2 (b) Joint state transition graph with individual options

Figure 1: An illustrative example: limitations of utilizing single-agent options alone for MARL.

product of them denoted by G1 ⊗ G2 is a graph defined on the set of vertices VG1
× VG2

, such
that [23]: Two vertices of G1 ⊗G2, namely (g, h) and (g′, h′), are adjacent if and only if g and g′

are adjacent in G1 and h and h′ are adjacent in G2. Thus, the Kronecker graph can capture the
joint transitions of agents in their joint state space very well. In Section 4.2, we propose to use the
Kronecker graph as an effective approximation of the joint state transition graph, so that we can
discover the joint options based on the factor graphs. Further, A1 ⊗ A2 is an |S1||S2| × |S1||S2|
matrix with elements defined by (A1 ⊗A2)(I, J) = A1(i, j)A2(k, l) with Equation (1), where A1

and A2 are the adjacency matrices of G1 and G2, A1(i, j) is the element lies on the i-th row and j-th
column of A1 (indexed from 1).

I = (i− 1)× |S2|+ k, J = (j − 1)× |S2|+ l (1)

Covering Option Discovery: As defined in [1], an option ω consists of three components: an intra-
option policy πω : S x A → [0, 1], a termination condition βω : S → {0, 1}, and an initiation set
Iω ⊆ S . An option < Iω, πω, βω > is available in state s if and only if s ∈ Iω . If the option ω is taken,
actions are selected according to πω until ω terminates stochastically according to βω (i.e., βω = 1).
Recently, the authors of [3] proposed Covering Option Discovery – discovering options by minimizing
the upper bound of the expected cover time of the state space. First, they compute the Fiedler vector
F of the Laplacian matrix of the state transition graph. Then, they collect the states si and sj with
the largest (Fi − Fj)

2 (Fi is the i-th element in F ), based on which they construct two symmetric
options: ωij =< Iωij

= {si}, πωij
, βωij

= {sj} >,ωji = < Iωji
= {sj}, πωji

, βωji
= {si} > to

connect these two subgoal states, where πωij
is defined as the optimal path from si to sj .

The intuition of this method is as follows. The authors of [5] prove that (Fi − Fj)
2 gives the first

order approximation of the increase in λ2(L) (i.e., algebraic connectivity) by connecting (si, sj), and
propose a greedy heuristic to improve the algebraic connectivity of a graph: adding a certain number
of edges one at a time, and each time connecting (si, sj) corresponding to the largest (Fi − Fj)

2.
Further, in [3], they prove that the larger the algebraic connectivity is, the smaller the upper bound of
the expected cover time would be and the easier the exploration tends to be. Therefore, applying this
greedy heuristic to the state transition graph can effectively improve the exploration in the state space.

4 Proposed Algorithm

4.1 System Model

In this paper, we consider to compute covering options in multi-agent scenarios, with n being the
number of agents, S̃ = S1 × S2 × · · · × Sn being the set of joint states, Ã = A1 ×A2 × · · · × An

being the set of joint actions, Si and Ai being the individual state space and action space of agent i.
The size of the joint state space grows exponentially with the number of agents. Thus, it is prohibitive
to directly compute the covering options based on the joint state transition graph using the approach
introduced in Section 3 for a large n.

A natural method to tackle this problem is to compute the options for each agent by considering only
its own state transitions, and then learn to collaboratively leverage these individual options. However,
it fails to directly recognize joint options composed of multiple agents’ temporal action sequences for
encouraging the joint exploration of all the agents. The algebraic connectivity of the joint state space
may not be improved with these single-agent options. We illustrate this with a simple example.

Illustrative example: Figure 1(a) shows a joint state transition graph G̃ of two agents, where
S1 = {1, 2} and S2 = {1, 2, 3, 4}. In order to compute the individual options, we can restrict our
attention to the state transition graph of each agent, namely G1 and G2. The Fiedler vectors (not
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(a) Joint state transition graph updated with option ω1 (b) Joint state transition graph updated with option ω2

Figure 2: The joint state transition graph updated with the detected multi-agent options

normalized) of G1 and G2 are: vG1 = [−1, 1], vG2 = [−1,−
√
2 + 1,

√
2− 1, 1]. Then, according

to the option discovery approach described in Section 3, we can get the individual options for agent
1 to connect its state 1 (minimum) and state 2 (maximum), and individual options for agent 2 to
connect its state 1 and state 4. With these options, the updated joint state space is Figure 1(b). The
straightforward decomposition of option discovery for MARL fails to create a connected graph. Thus,
utilizing single-agent options alone may not be sufficient for efficient exploration.

Therefore, we propose to build Multi-agent Covering Options to enhance the connectivity of the joint
state space. We can represent it as a tuple: < Iω, πω, βω >, where Iω ⊆ S̃ is the set of initiation
joint states, βω : S̃ → {0, 1} indicates the joint states to terminate, πω = (π1

ω, · · · , πn
ω)(π

i
ω :

Si ×Ai → [0, 1]), is the joint intra-option policy that can lead the agents from the initiation states to
the termination states. The key challenge is to calculate the Fiedler vector of the joint state space
according to which we can define < Iω, πω, βω >. Given that |S̃| grows exponentially with n, we
propose to estimate the joint Fiedler vector based on the individual state spaces in the next section.

4.2 Theory results

We propose to use the Kronecker graph to decompose the calculation of the joint Fielder vector to
single-agent state spaces, because: (1) the Kronecker product of individual state transition graphs
⊗n

i=1Gi = G1 ⊗ · · · ⊗Gn provides a good approximation of the joint state transition graph G̃; (2)
The Fielder vector of ⊗n

i=1Gi can be estimated with its factor graphs Gi(i = 1, · · · , n).

The use of⊗n
i=1Gi as a factorized approximation of G̃ introduces noise, since G̃ = ⊗n

i=1Gi becomes
exact only in the case where agents’ transitions are not influenced by the others. However, for the
purpose of option discovery, we only need to identify areas in the state space with relatively low or
high values in the Fielder vector, so an exact calculation of G̃ and its Fiedler vector is not necessary.
Moreover, the state transition influence among agents, e.g., collisions and blocking, would most likely
result in local perturbations of the transition graph and thus is inconsequential to global properties of
G̃ (e.g., the algebraic connectivity), especially for large-scale state spaces. Therefore, approximating
G̃ by ⊗n

i=1Gi allows efficient option discovery. We empirically show in Figure 8 that superior
exploration can still be achieved under such approximation noise, even if the transition influence is
heavy (affecting 63% of the episode length), numerically validating the robustness of our proposed
approach to the approximation error. We further provide a quantitative study on the approximation
error in Appendix E.4. Next, we show how to effectively approximate the Fiedler vector of ⊗n

i=1Gi

based on the Laplacian spectrum of the factor graphs, to achieve an effective decomposition. Inspired
by [24] that proposed an estimation of the Laplacian spectrum of the Kronecker product of two factor
graphs, we prove Theorem 4.1 for an arbitrary number of factor graphs.

Theorem 4.1. For graph G̃ = ⊗n
i=1Gi, we can approximate the eigenvalues µ and eigenvectors v of

its Laplacian L by:

µk1,...,kn =

{[
1−

n∏
i=1

(1− λGi

ki
)

]
n∏

i=1

dGi

ki

}
, vk1,...,kn = ⊗n

i=1v
Gi

ki
(2)

where λGi

ki
and vGi

ki
are the ki-th smallest eigenvalue and corresponding eigenvector of LGi (normal-

ized Laplacian of Gi), dGi

ki
is the ki-th smallest diagonal entry of DGi (degree matrix of Gi).

The proof of Theorem 4.1 is provided in Appendix A. Through enumerating (k1, · · · , kn), we
can collect the eigenvalues and corresponding eigenvectors of ⊗n

i=1Gi by Equation (2). Then, the
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eigenvector vk̂1,··· ,k̂n
corresponding to the second smallest eigenvalue µk̂1,··· ,k̂n

is the estimated joint
Fiedler vector FG̃. We can define the joint states corresponding to the maximum or minimum in FG̃
as the initiation or termination joint states. As discussed in Section 3, connecting these two joint
states with options can greedily improve the algebraic connectivity of the joint state space.

Illustrative example: Now we reconsider Figure 1(a), where G̃ = G1 ⊗G2. We approximate FG̃
using Theorem 4.1 and get two approximations (details are in Appendix C):

v11 =

[
1√
2
, 1, 1,

1√
2
,

1√
2
, 1, 1,

1√
2

]T
, v24 =

[
− 1√

2
, 1, −1, 1√

2
,

1√
2
, −1, 1, − 1√

2

]T
(3)

Based on them and the indexing relationship between G̃ and its factor graphs (Equation (1)), we
can get two sets of multi-agent options: {Iω1

={(1,2), (1,3), (2,2), (2,3)}, βω1
={(1,1), (1,4), (2,1),

(2,4)}} and {Iω2
={(1,2), (2,3)}, βω2

={(1,3), (2,2)}}, where we set the joint states corresponding to
the maximum or minimum as the initiation or termination states respectively. For example, in v11,
the 7-th element (indexed from 1) is a maximum, so the 7-th joint state is in Iω1

and denoted as (2, 3)
(Equation (1)). As shown in Figure 2, both of the two options can lead to a connected graph. Thus,
the adoption of multi-agent options has the potential to encourage efficient exploration in the joint
state space. Next, we will formalize our algorithm.

4.3 Scalable Multi-agent Covering Option Discovery

In this section, we first introduce how to construct multi-agent options based on individual state
transition graphs of each agent (represented as adjacency matrices A1:n), of which the detailed pseudo
codes are in Appendix D. Then, we propose a scalable extension of our algorithm to infinite-scale
state space, by which we don’t need to explicitly construct the state transition graph or compute its
Laplacian spectrum through eigendecomposition.

First, we need to calculate the estimation of FG̃ through Theorem 4.1 based on A1:n, and collect
the joint states corresponding to the minimum or maximum in FG̃ as the lists of subgoals MIN
and MAX . Then, we split each joint state into a list of individual states. For example, we convert
(smin, smax) into ((s1min, · · · , snmin), (s

1
max, · · · , snmax)), so that we can connect (smin, smax) in

the joint state space by connecting each (simin, s
i
max) in the corresponding individual space. After

decentralizing the joint states, we can define the multi-agent options as follows: (1) For each option ω,
we define Iω as the explored joint states, and βω as a joint state in MIN ∪MAX or the unexplored
area. Option ω is available in state s if and only if s ∈ Iω. Therefore, instead of constructing a
point option between (smin, smax), e.g., setting {smin} as Iω and {smax} as βω, we extend Iω to
the known area to increase the accessibility of ω. (2) As for the intra-option policy πω used for
connecting the initiation and termination joint state, we divide it into a list of single-agent policies
πi
ω (i = 1, · · · , n), where πi

ω can be trained with any single-agent RL algorithm aiming at leading
agent i from its own initiation state to the termination state simin (simax). To sum up, the proposed
algorithm first discovers the joint states that need to be explored most, then projects each sub-goal
into individual state spaces and train the policy for each agent to visit the projection.

Here is the computational complexity analysis: Consider an MDP with n agents and m states for each
agent. To compute the Fiedler vector, which is the computation bottleneck of the algorithm, directly
from the joint state transition graph would require time complexity O(m3n), since there are mn joint
states and the time complexity of eigenvalue decomposition is cubic with the number of joint states.
While, with our approach, we can decompose the original problem into computing eigenvectors of
the individual state transition graphs, of which the overall time complexity is O(nm3). Thus, our
solution significantly reduces the problem complexity from O(m3n) to O(nm3). As for problems
with large state space (i.e., m is large), our option discovery approach could be directly integrated
with sample-based techniques for eigenfunction estimation [25, 26], which makes it highly-scalable.

Extension to tasks with infinite-scale state space. According to [26], the k smallest eigenvalues
λ1:k and corresponding eigenvectors v1:k of the normalized Laplacian L can be estimated by:

min
v1,··· ,vk

k∑
i=1

(k − i+ 1)vTi Lvi, s.t. vTi vj = δij ,∀ i, j = 1, · · · , k (4)

For the large-scale state space, the eigenvectors can be represented as a neural network that takes a state
s as input and outputs a k-dimension vector [f1(s), · · · , fk(s)] as an estimation of [v1(s), · · · , vk(s)].
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Accordingly, the objective in Equation (4) can be expressed as: (please refer to [26] for details)

G(f1, · · · , fk) =
1

2
E(s,s′)∼T

[
k∑

l=1

l∑
i=1

(fi(s)− fi(s
′))2

]
(5)

where T is a set of state-transitions collected by interacting with the environment randomly. Further,
the orthonormal constraints in Equation (4) is implemented as a penalty term:

P (f1, · · · , fk) = βEs∼ρ,s′∼ρ

 k∑
l=1

l∑
i=1

l∑
j=1

(fi(s)fj(s)− δij)(fi(s
′)fj(s

′)− δij)

 (6)

where β is the weight term and ρ is the distribution of states in T . To sum up, the eigenfunctions can
be trained as NN by minimizing the loss function: L(f1, · · · , fk) = G(f1, · · · , fk)+P (f1, · · · , fk).
After getting estimation of v1:k, we can estimate the corresponding eigenvalues λ1:k by:

λi = vTi Lvi =
1

2
E(s,s′)∼T

[
(fi(s)− fi(s

′))2
]
, i = 1, · · · , k (7)

As for the degree d of each state in the individual state transition graph, we can obtain them
through f1 which is the eigenvector corresponding to the smallest eigenvalue of L and satisfies
f1(s1)/f2(s2) =

√
d(s1)/

√
d(s2) [27]. Therefore, we can collect the k-smallest eigenvalues and

corresponding eigenvectors, and the degree list for each agent, after which we can utilize Theorem 4.1
to estimate the joint Fielder vector. Note that since we only care about the second smallest eigenvalue,
we don’t need to enumerate all the eigenvalues of the factor graphs, and we only need to know the
relative value of the degrees. After getting the joint Fiedler vector, we define the subgoal joint states
corresponding to the minimum or maximum (e.g., smin=(s1min, · · · , snmin)) as the termination set,
and the other joint states as the initiation set. As for the intra-option policy, it can be trained with
any deep RL algorithms for each agent i to reach its corresponding individual termination state (e.g.,
simin). In this way, we can obtain the multi-agent options in infinite-scale state spaces.

4.4 Adopting Multi-agent Options in MARL

Figure 3: Hierarchical algorithm framework

To utilize options in MARL, we adopt a hierarchical
algorithm framework shown in Figure 3. Typically,
we train a RL agent to select among the primitive
actions, aiming to maximize the accumulated reward.
We view this agent as a one-step option – primitive
option. As shown in Figure 3, when getting new
observations, the hierarchical agent first decides on
which option ω to use with the high-level policy, and
then decides on the primitive action to take based on
the corresponding intra-option policy πω . The agent
does not decide on a new option with the high-level
policy until the current option terminates.

For a multi-agent option < Iω, πω = (π1
ω, · · · , πn

ω), βω = {(s1, · · · , sn)} >, it can be adopted either
in a decentralized or centralized manner. As the purple arrows in Figure 3, the agents choose their
own options independently, and they may choose different options to execute in the meantime. In this
case, if agent i selects option ω, it will execute πi

ω until reaching its termination state si or exceeding
the execution step limit. On the other hand, we can force the agents to execute the same multi-agent
option simultaneously. As shown by the blue arrows in Figure 3, we view the n agents as a whole,
which takes the joint state as the input and chooses the same multi-agent option to execute at a time.
Once a multi-agent option ω is chosen, agents 1 : n will execute π1:n

ω until they reach (s1, · · · , sn)
or exceed the step limit. The decentralized way is more flexible but has a larger search space. While,
the centralized way fails to consider all the possible solutions but makes it easier for the agents to
visit the sub-goal joint states, since the agents select the same joint option which won’t terminate
within the time limit until the agents arrive at the sub-goal.

Further, the centralized manner may not be applicable when the number of agents n is large, since the
input space will grow exponentially with n. Thus, we propose to partition the agents into sub-groups,
and then learn the joint options within each sub-group. The intuition is that a multi-agent task can
usually be divided into sub-tasks, each of which can be completed by a sub-group of agents. For each
sub-group, we can learn a list of joint options, and then the agents of this group can utilize these
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(a) Grid Room (b) Grid Maze (c) Mujoco Room (d) Mujoco Maze

Figure 4: Simulators for Evaluation

options in a decentralized or centralized way as mentioned above. Further, if there is no way to divide
the agents based on sub-tasks, we can still partition them randomly to some two-agent or three-agent
sub-groups. Agents within the same sub-group will co-explore their joint state space sharing their
views. More intelligent grouping methods, e.g., attention mechanism [28], can be easily integrated
into our solution to boost the performance, which is not the focus here (multi-agent option discovery).

5 Evaluation and Results

5.1 Experiment Setup

As shown in Figure 4, the proposed approach is evaluated on four multi-agent goal-achieving tasks.
(1) For tasks shown as Figure 4(a) and 4(b), n (2∼8) agents agents (triangles) must reach the goal
area (circles) at the same time to complete this task; Or even harder, n×m agents are divided into m
groups and each group of agents has a special goal labeled with the same color, the n×m agents
should get to their related goals simultaneously to complete this task, without knowing which goal is
related to them at first. Hence, highly coordinated policy is required. (2) To test the performance
of the deep learning extension of our algorithm, we build the tasks shown as Figure 4(c) and 4(d)
based on Mujoco [29], where two point agents need to reach the target area (red) simultaneously to
complete the task. Both the state and action spaces of the point agent are continuous and infinite-scale.
Note that these tasks are quite challenging: (1) Agents’ observations do not include any information
about the goal area, so they need to fully explore their joint state space to find the rewarding state. (2)
The reward space is highly sparse and delayed: for all the tasks, only when the agents complete the
task can they receive a reward signal r = 1.0 (shared by all the agents); otherwise, they will receive
r = 0.0. Hence, agents without highly-efficient exploration strategies like ours cannot complete these
tasks. In Section 5.2, we conduct experiments with tasks of increasing complexity (e.g., Figure 5),
showing that the more difficult the task is, the more advantageous our approach becomes.

There are a high-level and low-level policy in the hierarchical framework (Figure 3). The low-level
policy is decomposed into single-agent policies for each agent to reach its individual termination
state, so it can be trained with single-agent RL. (1) For discrete tasks (e.g., Figure 4(a) and 4(b)), we
adopt Distributed Q-Learning [30] (decentralized manner: each agent decides on its own option
based on the joint state) or Centralized Q-Learning + Force (centralized manner: viewing n agents
as a whole, adopting Q-Learning to this joint agent and forcing them to choose the same joint option
at a time) to train the high-level policy and adopt Value Iteration [31] for the low-level policy training.
(2) For continuous control tasks (e.g., Figure 4(c) and 4(d)), the tabular RL algorithms mentioned
above cannot work. Instead, to improve the scalability of the our method, we adopt MAPPO [32] to
train the high-level policy of the joint options, and Soft Actor-Critic [33] to train the low-level policy,
which are SOTA deep MARL and RL algorithms respectively.

We compare our approach – agents with multi-agent options, with two baselines: (1) Agents without
options: SOTA MARL algorithms are adopted to train the agents without using options. For discrete
tasks, we use Distributed and Centralized Q-Learning. These tabular Q-learning algorithms which
update the Q-value for all the state-action pairs in each training episode, usually outperform the
NN-based algorithms. We show this through comparison with COMA [34], MAVEN [35], Weighted
QMIX [36]. For continuous tasks, we use MAPPO, MADDPG [37] and MAA2C as comparisons,
which have been proven as strong MARL baselines for continuous control [38, 39]. Comparisons
with this baseline can show the effectiveness of using options to aid exploration. (2) Agents with
single-agent options: we first construct covering options for each agent based on their individual state
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(a) Grid Maze with 2 agents (b) Grid Maze with 3 agents (c) Grid Maze with 4 agents

(d) Grid Maze with 2 agents (e) Grid Maze with 3 agents (f) Grid Maze with 4 agents

Figure 5: Evaluation on n-agent Grid Maze tasks: (a)-(c): Distributed Q-Learning; (d)-(f) Centralized
Q-Learning + Force. The performance improvement of our approach are more and more significant
as the number of agents increases. The centralized way to utilize the n-agent options performs better.

(a) 2×2 agents (b) 3×2 agents (c) 2×2 agents (d) 3×2 agents

Figure 6: Comparisons on the m × n Grid Maze tasks: (a)-(b) Distributed Q-Learning; (c)-(d)
Centralized Q-Learning + Force. Agents with pairwise options can learn these tasks much faster than
the baselines, even when both the baselines fail on the 3× 2 Grid Maze task. Also, agents trained
with Centralized Q-Learning + Force have higher convergence speed and better final performance.

spaces, and then utilize these options in MARL, like what they do in [6, 7, 20, 8, 9]. As for the option
discovery method, we adopt the SOTA algorithm proposed in [3, 19], which claims to outperform
previous option discovery algorithms for sparse reward scenarios, like [17, 40]. Comparisons with
this baseline can show the superiority of our approach to directly identify and adopt joint options in
multi-agent tasks. The number of single- and multi-agent options for each agent to select is the same.

Last, regarding the setup of the option discovery phase, we collect 1×104 transitions (i.e., {(s, a, s′)})
for the discrete tasks and 5 × 104 transitions for the continuous control tasks in order to build the
state transition graphs, based on which we can extract single- or multi-agent options. In discrete
tasks, we use a random walk policy to collect the data. While, in Mujoco tasks, the data collection is
in stages. Specifically, the agents explore the environment through a random walk in the first stage.
Then, in the next stage, the agents explore with their primitive actions and options that are extracted
from the samples collected in the first stage. Our results guarantee that these options can significantly
improve the joint exploration in the second stage. As for the number, we learn 16 multi-agent options
in the Grid tasks and 8 multi-agent options in the Mujoco tasks.

5.2 Main Results

For each experiment, we present comparisons among agents with multi-agent options (blue line),
single-agent options (red line) and no options. We use the number of time steps to complete the task
as the metric (the lower the better). The maximum of steps that an agent can take is 200 for the
discrete task and 500 for the continuous task. We run each experiment for five times with different
random seeds and plot the mean and standard deviation during the training process.

n-agent Grid Maze task: In Figure 5(a)-5(c), we test these methods with Distributed Q-learning as
the high-level policy. The performance improvement brought by our approach are more and more
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(a) 4 agents (b) 6 agents (c) 4 agents (d) 6 agents

Figure 7: Comparisons on the n-agent Grid Maze tasks with random grouping: (a)-(b) Distributed
Q-Learning; (c)-(d) Centralized Q-Learning + Force. When n-agent options are not available, we can
still get a significant performance improvement with only pairwise options.

(a) Grid Room with 4 agents (b) Grid Room with 6 agents (c) Change with collision numbers

Figure 8: Comparisons on the n-agent Grid Room tasks where agent’s state transitions can be
influenced by the others.

significant as the number of agents increases. When n = 4, both the baselines fail to complete the task,
while agents with four-agent options can converge within ∼ 400 episodes. While, in Figure 5(d)-5(f),
we show the results of using Centralized Q-Learning + Force. We can see that the centralized manner
to utilize n-agent options leads to faster convergence, since the joint output space of the agents is
pruned (Figure 3). The results of the n-agent Grid Room task can be found in Appendix E.1, based
on which we can get the same conclusion. To justify the difficulty of the Grid tasks for evaluation,
we provide the performance of COMA, MAVEN, Weighted QMIX on the most challenging 4-agent
Grid Maze in E.1. None of them can learn to complete the coordinated goal-achieving task due to the
highly sparse reward setting in our evaluation tasks. Still, our method performs much better (Figure
5(c)5(f)). Given that the neural network training in these baselines requires a longer time, we set the
training horizon as 5000 episodes which is five times that of the tabular methods and the networks
are trained for ten iterations in each episode, to maintain the fairness.

Grid Maze task with sub-task grouping: The size of the joint state space grows exponentially
with the number of agents, making it infeasible to directly construct n-agent options for a large n.
However, in practice, a multi-agent task can usually be divided into sub-tasks, and the agents can be
divided into sub-groups based on the sub-tasks they are responsible for. Thus, we test our proposed
method on the m × n Grid Maze tasks shown as Figure 4(b), where we divide the agents into m
sub-groups, each of which contains n agents with the same goal area (labelled with the same color).
Note that, in the 2 × 2 (3 × 2) task, we use two-agent (pairwise) options rather than four-agent
(six-agent) options, and for the high-level policy, we only use the joint state of the two agents as input
to decide on their joint option choice. We can see from Figure 6 that agents with pairwise options
can learn to complete the tasks much faster than the baselines (e.g., improved by about two orders of
magnitude in Figure 6(c)). Also, we see that agents trained with Centralized Q-Learning + Force
(Figure 6(c)-6(d)) have faster convergence speed and better convergence value. The results for the
m× n Grid Room tasks are in Appendix E.2.

Grid Maze task with random grouping: Further, we note that our method also works with random
grouping when sub-task grouping may not work. The intuition is that adopting two-agent or three-
agent options can encourage the joint exploration of the agents in small sub-groups, which can
increase the overall performance compared with only utilizing single-agent explorations. As shown
in Figure 7, we compare the performance of agents using pairwise options with the baselines on the
n-agent Grid Maze tasks. When n = 6, agents with single-agent options or no options can’t complete
this task, while we can get a significant performance improvement with only pairwise options. On the
other hand, agents with pairwise options can’t complete the most challenging six-agent task, when
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using Distributed Q-Learning (Figure 7(b)). However, if we adopt Centralized Q-Learning + Force,
agents with pairwise options can still complete this challenging task with satisfaction (Figure 7(d)).
The same set of results for the Grid Room task are in Appendix E.3.

Grid Room task with random grouping and dynamic influences among agents: Further, we
show that even if in environments where an agent’s state transitions can be strongly influenced by
the others, we can still obtain good approximations of the multi-agent options to encourage joint
exploration using Theorem 4.1. For this new setting, different agents cannot share the same grid so
that an agent may be blocked (controlled with a probability parameter) by others when moving ahead,
and this influence is highly dynamic. We use the Centralized Q-Learning + Force as the high-level
policy, of which the results are shown as Figure 8. Compared to the results shown in Appendix E.3,
this modification leads to slight instability in the training process, but we can still get significant
performance improvement with the identified pairwise options. Especially, in 8(c), our solution still
perform well (i.e., reach the target in 60− 100 steps) in cases where the collision influence is heavy
(i.e., collisions occur in up to 63% of the steps).

(a) Mujoco Room

(b) Mujoco Maze

Figure 9: Comparisons on Mujoco tasks.

Mujoco continuous control tasks: Finally, in order
to show the effectiveness and generality of the deep
learning extension of our approach (introduced in Sec-
tion 4.3) on tasks with infinite-scale state space, we
compare it with the baselines on the Mujoco tasks
shown as Figure 4(c) and 4(d), of which the results
are shown in Figure 9. On one hand, the comparison
between our method and MARL (including MAPPO,
MADDPG, MAA2C) without using options shows that
abstracting some control series into options and inte-
grating them with a hierarchical training framework
can reduce the learning difficulty of continuous control
tasks. On the other hand, the comparison with agents
using single-agent options shows that discovery and
centralized adoption of multi-agent options can aid the
exploration in their joint state space, and lead them
toward the “bottleneck" joint states which are essen-
tial to complete the cooperation tasks. Note that the
options adopted are pre-trained with SAC for 1× 104 episodes, so we have pretrained the baselines:
MAA2C, MADDPG, and MAPPO, for the same number of episodes to maintain fairness.

6 Conclusion And Future Works

In this paper, we propose to approximate the joint state space in MARL as a Kronecker graph and es-
timate its Fiedler vector using the Laplacian spectrum of the individual agents’ state transition graphs.
Based on the approximation of the Fiedler vector, multi-agent covering options are constructed,
containing multiple agents’ temporal action sequence towards the sub-goal joint states which are
usually infrequently visited, so as to accelerate the joint exploration in the environment. Moreover,
we propose a scalable extension of our algorithm so that it can work on tasks with large-scale or
continuous state spaces, in order to improve the generality. Further, we propose algorithms to adopt
these multi-agent options in MARL, using centralized, decentralized, and group-based strategies,
respectively. We empirically show that agents with multi-agent options have significantly superior
performance than agents relying on single-agent options or no options.

One limitation of our method is that there will be non-negligible differences between our approx-
imation ⊗n

i=1Gi and the true joint state transition graph G̃, if the state transitions of an agent are
hugely influenced by the others. Therefore, developing a specific approximation error bound as
a supplement to Theorem 4.1 can be an interesting future direction. On the other hand, to utilize
the multi-agent options, agents need to share their views (i.e., observations) since the initiation
and termination conditions of the multi-agent options are defined based on the joint observations.
Communication among the agents is required in cases where the joint observations are not directly
available. Thus, integrating our method with efficient communication strategies in MARL [41] to
mitigate the communication complexity can be meaningful future works.
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A Proof of Theorem 4.1

For convenience, we use Gi to represent the i-th factor graph and its adjacency matrix. Also, we
denote the number of nodes in Gi as Ki and an identity matrix with Ki diagonal elements as IKi

.

Proof. The normalized laplacian matrix of the Kronecker product of n factor graphs ⊗n
i=1Gi can be

written as:

L⊗n
i=1Gi = ⊗n

i=1IKi − (⊗n
i=1D

− 1
2

Gi
)(⊗n

i=1Gi)(⊗n
i=1D

− 1
2

Gi
). (8)

Using the property of the Kronecker product of matrices, (A⊗B)(C ⊗D) = AC ⊗BD, we can
obtain that:

L⊗n
i=1Gi

= ⊗n
i=1IKi

−⊗n
i=1(D

− 1
2

Gi
GiD

− 1
2

Gi
)

= ⊗n
i=1IKi −⊗n

i=1(IKi − LGi).
(9)

Let {λG1

k1
}, {λG2

k2
}, . . . , {λGn

kn
} be the eigenvalues of matrices LG1 ,LG2 , . . . ,LGn , with the

corresponding orthonormal eigenvectors {vG1

k1
}, {vG2

k2
}, . . . , {vGn

kn
}, where ki = 1, 2, . . . ,Ki.

Also, denote the diagonal matrices, whose diagonal elements are the values {1 − λG1

k1
}, {1 −

λG2

k2
}, . . . , {1 − λGn

kn
}, as ΛG1

,ΛG2
, . . . ,ΛGn

, and the square matrices containing the eigenvec-
tors {vG1

k1
}, {vG2

k2
}, . . . , {vGn

kn
} as the column vectors as VG1

, VG2
, . . . , VGn

. Using the spectral
decomposition of the matrix IKi

− LGi
(i = 1, . . . , n), we can obtain that:

L⊗n
i=1Gi = ⊗n

i=1IKi −⊗n
i=1(VGiΛGiV

T
Gi
)

= ⊗n
i=1IKi − (⊗n

i=1VGi)(⊗n
i=1ΛGi

)(⊗n
i=1VGi

)T

= (⊗n
i=1VGi)(⊗n

i=1IKi −⊗n
i=1ΛGi)(⊗n

i=1VGi)
T ,

(10)

since ⊗n
i=1IKi

= ⊗n
i=1[(VGi

)(VGi
)T ] = (⊗n

i=1VGi
)(⊗n

i=1VGi
)T . This implies that L⊗n

i=1Gi
has

eigenvalues {[1−
∏n

i=1(1− λGi

ki
)]} and corresponding eigenvectors {⊗n

i=1v
Gi

ki
}.

Then, we let Λ = ⊗n
i=1IKi

−⊗n
i=1ΛGi

and D = ⊗n
i=1DGi

. Since the normalized Laplacian could
be expressed in terms of Laplacian matrix as L = D− 1

2LD− 1
2 , we can get L⊗n

i=1Gi(⊗n
i=1VGi) =

D
1
2L⊗n

i=1Gi
D

1
2 (⊗n

i=1VGi
). By making assumption (used and testified in [24, 42]) that D

1
2

Gi
VGi
≈

VGi
D

1
2

Gi
, for i = 1, 2, . . . , n, we can derive that:

L⊗n
i=1Gi

(⊗n
i=1VGi

) ≈ D
1
2L⊗n

i=1Gi
(⊗n

i=1VGi
)D

1
2

= D
1
2Λ(⊗n

i=1VGi
)D

1
2 .

(11)

After applying the same assumption again, we finally obtain that:

L⊗n
i=1Gi(⊗n

i=1VGi) ≈ (DΛ)(⊗n
i=1VGi). (12)

Based on Equation (12), we can get an approximation of the Laplacian spectrum, including the
eigenvalues and corresponding eigenvectors, of the Kronecker product of n factor graphs, shown as
Theorem 4.1.

Next, we will prove that the estimated eigenvalues µk1k2,...,kn
in Theorem 4.1 are non-negative. It

is obvious that dGi

ki
and

∏n
i=1 d

Gi

ki
are non-negative. Then, we need to prove [1−

∏n
i=1(1− λGi

ki
)]

is non-negative. We know that if λ is an eigenvalue of a normalized Laplacian matrix, we can
get 0 ≤ λ ≤ 2. Hence, −1 ≤ 1 − λGi

ki
≤ 1, for i = 1, 2, . . . , n. Based on this, we can get that∣∣∣∏n

i=1(1− λGi

ki
)
∣∣∣ ≤ 1 and thus [1−

∏n
i=1(1− λGi

ki
)] is non-negative.
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B Basic Conceptions and Notations

Markov Decision Process (MDP): The RL problem can be described with an MDP, denoted by
M = (S,A,P,R, γ), where S is the state space, A is the action space, P : S ×A× S → [0, 1] is
the state transition function,R : S ×A → R1 is the reward function, and γ ∈ (0, 1] is the discount
factor.

State transition graph in an MDP: The state transitions inM can be modelled as a state transition
graph G = (VG, EG), where VG is a set of vertices representing the states in S, and EG is a set of
undirected edges representing state adjacency inM. We note that:
Remark B.1. There is an edge between state s and s′ (i.e., s and s′ are adjacent) if and only if
∃ a ∈ A, s.t. P(s, a, s′) > 0 ∨ P(s′, a, s) > 0.

The adjacency matrix A of G is an |S| × |S| matrix whose (i, j) entry is 1 when si and sj are
adjacent, and 0 otherwise. The degree matrix D is a diagonal matrix whose entry (i, i) equals the
number of edges incident to si. The Laplacian matrix of G is defined as L = D − A. Its second
smallest eigenvalue λ2(L) is called the algebraic connectivity of the graph G, and the corresponding
normalized eigenvector is called the Fiedler vector [4]. Last, the normalized Laplacian matrix is
defined as L = D− 1

2LD− 1
2 .

C Finding the Fiedler vector for the illustrative example shown in Figure 1(a)

(1) Compute the normalized Laplacian matrix of G1 and G2, namely L1 and L2:

L1 =

[
1 −1
−1 1

]
, L2 =


1 − 1√

2
0 0

− 1√
2

1 − 1
2 0

0 − 1
2 1 − 1√

2

0 0 − 1√
2

1

 . (13)

(2) Compute the eigenvalues and eigenvectors of L1 and L2:

λG1
1 = 0, λG1

2 = 2, vG1
1:2 =

1√
2

[[
1
1

]
,

[
−1
1

]]
. (14)

λG2
1 = 0, λG2

2 = 0.5, λG2
3 = 1.5, λG2

4 = 2, (15)

vG2
1:4 =

1√
3




1√
2
1
1
1√
2

 ,


−1
− 1√

2
1√
2
1

 ,


1
− 1√

2

− 1√
2

1

 ,


1√
2
−1
1
− 1√

2


 . (16)

(3) Compute the degree list of G1 and G2 (sorted in ascending order), namely dG1 and dG2 :

dG1 = [1, 1]T , dG2 = [1, 1, 2, 2]T . (17)

(4) According to Theorem 4.1, we can get two approximations of the Fiedler vector:

v11 = vG1
1 ⊗ vG2

1 =
1√
6

[
1√
2
, 1, 1,

1√
2
,

1√
2
, 1, 1,

1√
2

]T
, (18)

v24 = vG1
2 ⊗ vG2

4 =
1√
6

[
− 1√

2
, 1, −1, 1√

2
,

1√
2
, −1, 1, − 1√

2

]T
. (19)

D Pseudo Code of Multi-agent Covering Option Discovery
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Algorithm 1 Multi-agent Covering Option Discovery
1: Input: # of agents n, list of adjacency matrices A1:n, # of options to generate tot_num
2: Output: list of multi-agent options Ω
3: Ω← ∅, cur_num← 0
4: while cur_num < tot_num do
5: Collect the degree list D1:n of each individual state transition graph according to A1:n

6: Obtain the list of normalized laplacian matrices L1:n corresponding to A1:n

7: Calculate the eigenvalues Ui and corresponding eigenvectors Vi for each Li and collect them
as U1:n and V1:n

8: Obtain the Fielder vector F of the joint state space using Theorem 4.1 with D1:n, U1:n, V1:n

9: Collect the list of joint states corresponding to the minimum or maximum in F , named MIN
and MAX respectively

10: Convert each joint state sjoint in MIN and MAX to (s1, · · · , sn), where si is the corre-
sponding individual state of agent i, based on the equation:

11: ind(sjoint) = ((ind(s1) ∗ dim(A2) + · · ·+ ind(sn−1)) ∗ dim(An) + ind(sn)
where dim(Ai) is the dimension of Ai, ind(si) is the index of si (indexed from 0) in the
state space of agent i

12: Generate a new list of options Ω′ through GenerateOptions
13: Ω← Ω ∪ Ω′, cur_num← cur_num+ len(Ω′)
14: Update A1:n through UpdateAdjacencyMatrices
15: end while
16: Return Ω
17:
18: function GenerateOptions(MIN , MAX)
19: Ω′ ← ∅
20: for s = (s1, · · · , sn) in (MIN ∪MAX) do
21: Define the initiation set Iω as the joint states in the known region of the joint state space
22: Define the termination condition as:

βω(scur)←
{
1 if (scur == s) or (scur is unknown)

0 otherwise
where scur is the current joint state

23: Train the intra-option policy πω = (π1
ω, · · · , πn

ω), where πi
ω maps the individual state of

agent i to its action aiming at leading agent i from any state in its initiation set to its
termination state si

24: Ω′ ← Ω′ ∪ {< Iω, πω, βω >}
25: end for
26: Return Ω′

27: end function
28:
29: function UpdateAdjacencyMatrices(MIN , MAX)
30: for smin = (s1min, · · · , snmin) in MIN do
31: for smax = (s1max, · · · , snmax) in MAX do
32: for i = 1 to n do
33: Ai[ind(s

i
min)][ind(s

i
max)] = 1

34: Ai[ind(s
i
max)][ind(s

i
min)] = 1

35: end for
36: end for
37: end for
38: end function
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E Additional Evaluation Results

E.1 n-agent Grid Room Task

(a) Grid Room with 2 agents (b) Grid Room with 3 agents (c) Grid Room with 4 agents

(d) Grid Room with 2 agents (e) Grid Room with 3 agents (f) Grid Room with 4 agents

Figure 10: Evaluation on n-agent Grid Room tasks: (a)-(c) using Distributed Q-Learning as the
high-level policy. The performance improvement of our approach is more significant as the number of
agents increases. (d)-(f) using Centralized Q-Learning + Force as the high-level policy. Agents with
single-agent options start to fail since the 3-agent case. Also, it can be observed that the centralized
way to utilize the n-agent options leads to faster convergence.

Figure 11: Performance of SOTA MARL algorithms: COMA, MAVEN, Weighted QMIX, on the
4-agent Grid Maze Task (Figure 5(c)5(f)). For each algorithm, the experiment is repeated three times
with different random seeds (codes are available in the provided link). On this discrete problem
setting, these SOTA algorithms do not show better performance than the tabular Q-learning we use as
baselines. Also, our method performs much better on the same task.
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E.2 m× n-agent Grid Room Task

(a) 2×2 agents (b) 3×2 agents

(c) 2×2 agents (d) 3×2 agents

Figure 12: Comparisons on the m × n Grid Room tasks: (a)(b) Distributed Q-Learning; (c)(d)
Centralized Q-Learning + Force.

E.3 n-agent Grid Room Task with random grouping

(a) Grid Room with 4 agents (b) Grid Room with 6 agents

(c) Grid Room with 4 agents (d) Grid Room with 6 agents

Figure 13: Comparisons on the n-agent Grid Room tasks with random grouping: (a)(b) Distributed
Q-Learning; (c)(d) Centralized Q-Learning + Force.

E.4 A quantitative study on the approximation error of the joint transition graph with
Kronecker-product approximation

Figure 14: Simulator

In this section, we evaluate the approximation error when we use ⊗n
i=1Gi

as a factorized approximation of G̃, regarding option discovery. We test
on a simplified Grid Room task shown as Figure 14, where two agents
are represented as triangles and the goal area is labelled as circles. The
time complexity to compute the groundtruth of the Laplacian spectrum of
the joint state transition graph is cubic with the number of the joint states
which grows exponentially with the number of agents. For example, there
are 74 states for each agent in Figure 8, and the computation complexity is
already O(1011) (i.e., (742)3).
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(a) Eigenvalue when α=0.3 (b) Fielder when α=0.3, ρ=0.5 (c) Fielder when α=0.3, ρ=0.2

(d) Eigenvalue when α=0.5 (e) Fielder when α=0.5, ρ=0.5 (f) Fielder when α=0.5, ρ=0.2

(g) Eigenvalue when α=0.7 (h) Fielder when α=0.7, ρ=0.5 (i) Fielder when α=0.7, ρ=0.2

(j) Eigenvalue when α=0.9 (k) Fielder when α=0.9, ρ=0.5 (l) Fielder when α=0.9, ρ=0.2

Figure 15: Comparison between the groundtruth and estimation of the Laplacian spectrum of the
joint state transition graph as transition influence increases. The first column shows the distribution
of the eigenvalues, from which we can see the distribution of the estimated eigenvalues is very close
to the groundtruth. The second column shows the Fiedler vector on the joint state space, where we
partition the states into 2 clusters (i.e., ρ = 0.5) and the states with the value in the Fiedler vector
that is lower than the median is labelled as 1 and the others are labelled as 2. Similarly, in the third
column, the states are partitioned into 5 clusters (i.e., ρ = 0.2), where the value of the states labeled
as i is between the (i− 1)-th and i-th quintile of the values in the Fielder vector. In the third column,
the number of the unmatched groundtruth (i.e., red points) goes up as α increases, showing that
approximation error increases with α.

As mentioned in Section 4.2, the approximation error occurs when the state transitions of an agent
are influenced by others. However, the state transition influence among agents, e.g., collisions
and blocking, would most likely result in local perturbations of the transition graph and thus is
inconsequential to global properties of G̃. Therefore, approximating G̃ by ⊗n

i=1Gi allows efficient
option discovery. In Figure 8, we have evaluated on the case where an agent’s state transitions will
be influenced by the others’ states (i.e., blocking by other agents when going ahead). However,
the transition influence for an agent may also come from the action choices of the other agents.
Thus, in this scenario (i.e., Figure 14), we set Agent #1 as the leading agent and Agent #2 will
follow the moving direction of Agent #1 with the probability α, so the state transition of Agent #2
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α 0.3 0.5 0.7 0.9
Algebraic Connectivity (×10−3) 8.0988 8.1153 8.0996 7.9763

Estimation Accuracy of
Fielder when ρ=0.5 (%) 100 100 100 100

Estimation Accuracy of
Fielder when ρ=0.2 (%) 99.9 96.2 89.8 79.4

Table 1: Numeric results on the groundtruth of the algebraic connectivity and accuracy of the Fielder
estimation, as the transition influence increases.

can be influenced by the action choice of Agent #1. With a certain α, we collect a million state
transitions (i.e., {(s, a, s′)}) through Monte Carlo sampling, based on which we can build the joint
state transition graph G̃ and the individual state transition graphs Gi (i = 1, 2) and then get ⊗2

i=1Gi.

As shown in Figure 15 and Table 1, we set α as 0.3, 0.5, 0.7, and 0.9, respectively, to show the
approximation error as the transition influence goes up. For the covering option discovery, we only
care about the Laplacian spectrum of the state transition graph, especially the algebraic connectivity
and Fielder vector. We validate through experiments that the approximation error on the algebraic
connectivity and Fielder vector caused by the transition influence among the agents is minor, and
thus we can still accurately identify multi-agent options.

In the first column of Figure 15, we visualize the distribution of the eigenvalues corresponding to the
Laplacian matrix of G̃ (i.e., groundtruth) and ⊗2

i=1Gi (i.e., estimation). It can be observed that the
estimated distribution is very close to the groundtruth. Further, we show the algebraic connectivity
of G̃ when setting α as 0.3, 0.5, 0.7, 0.9 in Table 1. The algebraic connectivity of our estimation
⊗2

i=1Gi is 8.1131× 10−3 (invariant to α), which is close to the groundtruth values.

In the second and third column of Figure 15, we compare the estimated Fiedler vector with the
groundtruth. As mentioned in Section 4.2, we only need to identify areas in the state space with
relatively low or high values in the Fielder vector and connect them with options. Thus, we partition
the states into 2 clusters (i.e., ρ = 1/2 = 0.5) according to the median of the values in the Fiedler
vector, or partition them into 5 clusters (i.e., ρ = 1/5 = 0.2) based on the quintile. We use the Fiedler
vector of G̃ as the groundtruth and compare it with the estimated Fiedler vectors, by comparing
the label (i.e., which cluster it belongs to) of each state. It can be observed that the number of the
unmatched groundtruth (shown as red points) increases with α. Further, we note that the states
with the lowest or highest value in the Fiedler vector (i.e., MIN or MAX) are the subgoals based
on which we define the options, so the estimation accuracy of these states are directly related to
the option discovery. In Table 1, we show the estimation accuracy of the subgoals. The third row
corresponds to defining the states with the lowest or highest 20% values in the Fielder vector as
the subgoals, which is also the setup we use for option discovery. It can be observed that even if in
conditions where the state transition influence is heavy (i.e., α = 0.9), we can still estimate about
80% of the subgoals correctly and build options toward them accordingly.

These results empirically validate our statement that approximating G̃ with ⊗n
i=1Gi allows effi-

cient option discovery in cases where transition influence exists. We will consider a theoretical
characterization of the impact of approximation errors in the future work.
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