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Mathematical Methods for the
Analysis of Color Scanning Filters

Poorvi L. Vora and H. Joel Trussell, Fellow, |IEEE

Abstract— The problem of the sensitivity analysis of color
scanning filters is addressed in this paper. The second differential
of the mean square A FE,; error provides a means of calculating
the sensitivity of the mean square A E,; error to filter fabrication
errors. Tolerances on the allowable change in the mean square
AFE, error are used to define bounds on the filter fabrication
errors at all wavelengths and at single wavelengths.

I. INTRODUCTION

N A COMPANION paper a method for the design of color

scanning filters is presented [7]. This paper will consider the
effects of errors that are inevitable when fabricating a desired
filter. To begin, let us briefly review the mathematical basis
and notation used in [7].

The color for a radiant spectrum is determined by

t=ATr (1)

where r is an NN-vector representing the sampled spectrum
of a radiant source, A is an N x 3 matrix representing
the Commission Internationale de L’Eclairage (CIE) color
matching functions, and t is a 3-vector representing the CIE
tristimulus values. A reflectance spectrum can be measured by
producing a radiant spectrum

r =Lf 2

where f is a reflectance spectrum and L is an N x N
diagonal matrix representing the spectrum under which the
reflecting object is viewed. The color matching functions and
the illuminant can be combined in a single matrix, A; = LA,
which defines the human visual subspace (HVSS) under the
illuminant L.

The problem of designing filters for measuring the color
is formulated in [7] as finding a set of vectors that span the
HVSS. The problem can be extended to finding a set of vectors
that span any desired subspace. The measurements taken with
the actual filters are given by

c = MTHf (3)
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where M represents the scanning filters, H is a diagonal
matrix representing the spectral effects of the detectors, the
optical path, and the spectrum used for illuminating the
reflecting object, and c represents the resulting measurement.
The motivation for using a parameterized description of the
filters in the design problem was that the fabrication process
requires transmission functions that are relatively smooth [7].
These designed filters will not span the required space, thus,
it is important to measure the goodness of a nonideal filter
set. The measure of the goodness [5] of the effective set
My = HM with respect to the desired space defined by
V [7]is

l/(V, MH) =
Trace [V(VIV)"IVIMy(MEMy)—1ME]
(87

(4)

where « is the rank of the matrix V.

The design method presented in the companion paper uses
the measure of goodness 1 of [5] as an optimization criterion
and incorporates the constraint of smoothness of the filters into
the design procedure. It is impossible to fabricate the designed
“optimal” filters exactly. This manufacturing perturbation in
filter transmissivities leads to a general degradation of filter
performance indicated by larger average tristimulus errors,
average AE,;, errors and smaller values of the measure v.
The errors in the CIELAB space are important because they
are closely related to human perceptual errors. The average
square AFE,;, error over a data set is defined as

> AEL(M)
E. = I S
D UL = L3)? + (a* — a})? + (b = b5)]
=1 (5)

n

where > represents the sum over the data set, [L*, a*, b*]*
the transformed (estimated) tristimulus vector in CIELAB
space [9] for data point f and a given viewing illuminant,
and [L}, ay, b}]T the transformed (actual) tristimulus vector
in CIELAB space for the same point under the same viewing
illuminant.

This paper derives quantitative estimates of the changes in
E,q that result from perturbations of filter transmissivities.
Such estimates are very useful for the manufacturers since
they indicate the critical portions of the filters. Experimental
data demonstrates the accuracy of the sensitivity estimates.
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Error modeling provides a basis for calculating worst-case
bounds on filter fabrication errors, and bounds on maximum
allowable filter fabrication errors as a function of wavelength
are presented. As with the design method described in [7], the
accuracy of the sensitivity analysis depends on the accuracy
of scanner characterization.

Section Il presents a method of obtaining a quantitative mea-
sure of the effect of small perturbations in the color scanning
filters on E,, over a particular data set. It is demonstrated
in Section Il how the quantitative estimates can be used to
define bounds on the allowable error in filter fabrication given
a particular tolerance for maximum E,,. Section IV presents
simulation results to support the claims in Sections Il and I11.
Conclusions are presented in Section V.

Il. ERROR ANALYSIS

A small change in filter transmissivities will, in general,
change the performance of the scanning filters. Because the
performance sensitivity to changes in filter transmissivities
can be measured in terms of the measure » or the mean-
square perceptual error E,,, a general scalar function, g, will
be used to describe the method for approximating change in
performance. The Taylor series is used to approximate the
change. The definitions and approximations associated with
the Taylor series are presented to provide the mathematical
background for the approximations and the sensitivity analysis
that follows. The error function that is of interest in this work is
a scalar function of a matrix that represents the color scanning
filters.

Consider the Taylor formula for a scalar function of a single
variable. For a scalar function y of a single variable x, the
first differential at =y, due to a change éz in the argument
is the linear part of the increment in the function. It may be
expressed [2, p. 81] as

%

bx

T=x0.

Notice that the first differential depends on both xg and éz,
but that the term 9dy/dz|.—., depends only on . Hence,
the first differential is linear in éz. Similarly, the second
differential is a quadratic expression in éz. It can be written as

0%y

2 . _
d°y(wo; bx) = P

(6x)*

T=Iq

and is a function of both z, and éx. The second-order Taylor
series approximation for the value of y at a point z + 6 is

y(zo + 6z) & y(zo) + dy(wo; 6z) + $d*y(zo; Sz).  (6)

The Taylor approximations of (6) can be extended to scalar
functions of vector-valued arguments as follows.

The second-order Taylor formula may be used to approxi-
mate scalar function g in the neighborhood of a vector-valued
argument xq if g is twice-differentiable at =, [2, p. 108]:

g(zo + 6z) = g(xo) + dg(xo; bz) + %ng(azo; bx) + r.(bz)
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where r.(6z) is the residual error which has the property

r.(6z)

11m =
lIsz]]—0 ||6z||?

and dg is the first differential of g, d>g the second differential.
Both are functions of xq and éx, and defined by

dg =iV 6x
where j; = 9¢9/0%;|y=,, and
d?g = (6x)"H éx (7)

for a symmetric matrix 7, the Hessian of g [2].
The change in the scalar function g when x changes by a
“small” amount 6z may be approximated [2] as

69 =g(zo + 6z) — g(w0)
~ dg(wo; 6x) + 3d*g(wo; 6). (8)

Given a scalar function of a matrix X, the function may be
written as a scalar function g of the vector of stacked columns
of X, vec (X). In the particular application treated here, it is
desired to approximate the change in £,, over a data set if
the designed filters M are perturbed to give fabricated filters
M + AM. The scalar function g will be replaced by E,, over
a particular data set for the rest of this section.

For a set of » scanning filters, each represented by N
samples of the transmittance functions, the function ¢ is a
function of »N variables. The first differential of E,, has
been derived in [6]. When the designed filters are trimmed
(optimized) with respect to £, as described in [7] to produce
filters that are close to optimal with respect to E, over a data
set with n spectra, the first differential £, will be close to
zero. This means that the second term in (8) will be dominant
in the expression for 6g. The second differential of a scalar
function of a matrix X [see (7)] is

d?g = (vec dX)"H vec dX

where H is the Hessian of the scalar function with respect to
vec X. A mathematical expression for the second differential
of E,, over a particular data set, and in particular an expression
for the matrix 7, has been derived in [6] using methods
described in [2]. Similar ideas may be used to obtain a
mathematical expression for the second differential of the
measure . The expression may be found in [6].
Experimental results confirm that the second term, $(d?g),
is a fairly good approximation to the observed change in £,
and that it contributes a much larger part to the change than
does the first differential for the range of values of AM
under consideration. While all experimental results presented
here deal with the second differential of £, over a data set,
the method described may be used to perform the sensitivity
analysis of any scalar error measure with respect to changes
in filter transmittances. In particular, it may be used to per-
form a sensitivity analysis of the measure ». Analytical and
experimental results for the measure » may be found in [6].
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I1l. WORST-CASE BOUNDS ON FABRICATION ERRORS

The expressions for the second differential of £,, may be
used to study the effect of a small change AM in the scanning
filters. The absolute value of the change in a scalar function
due to a small change of AM in optimal scanning filters M,
may be expressed as

|6g] ~ |2d*g(vec M; vec AM)| ~ 3(vec AM)T HvecAM
(9)
for the relevant matrix A derived in [6]. The matrix H is the
Hessian of a function near a local minimum (of E,) and may
hence be assumed positive semidefinite. Given the matrix H,
it is possible to calculate the maximum allowable fabrication
errors for the scanning filters, given maximum allowable
change in g. Three methods of perturbing the optimal filter
designs will be investigated. The first one considers perturbing
the filter design at a single wavelength of a single filter. The
second considers perturbing the filter designs by the same
amount at each wavelength for all filters. The third deals with
perturbing the filter designs by a total error vector of fixed
Euclidean norm.

Suppose that an error of w;, is made at the /th wavelength
of the mith filter, where &k = (m — 1)N + [ is the position of
the error in the stacked vector vec dM. Suppose further that
all other fabrication errors are zero. Then

|6g] ~ $Hiwwy.

As the matrix 7 is defined so as to be positive semidefinite,
‘Hir is nonnegative. The change in the value of g is bounded

by
log| < ¢

2e
wr| <if——.
| k|_\/7‘lkk

(k)

if w; satisfies

(10)

Thus, the inequality (10) provides a bound for the allowable
fabrication error as a function of wavelength. The bound of
inequality (10) will be referred to as the single-wavelength
bound. Note that isolated fabrication errors are not likely to
occur. Hence, the single-wavelength bound does not provide a
bound that is likely to represent a physical situation. Since the
second differential is not a linear expression in the fabrication
errors at individual wavelengths, the single-wavelength bound
does not provide changes that can be added when fabrication
errors occur at more than one wavelength. The advantage of
the single-wavelength bound is that it provides a qualitative
estimate of which wavelengths are most/least sensitive to
fabrication errors.

Now suppose an error of +w occurs at each wavelength of
every filter. The bound for this case is given by

rN rN

|6g] < §0° Z Z Hijl.

=1 j=1
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Hence, using the maximum variation for each element in
the perturbation vector, AM, the change in the scalar error
measure can be bounded by p, as follows:

logl < p

w = max (|vec AM;])

(11)

It is easy to see that the bound is achieved if the fabrication
error at the /th wavelength in the mth filter has the sign of 77,
for all j and ¢ = (m — 1)V + . This is possible only if 7;;
has the same sign for all j. As H is assumed positive semi-
definite, nonzero diagonal values of H will be positive, which
implies that the bound is tight if and only if all values of H
are nonnegative. This is not always true. Inequality (11) relates
the infinity norm of the error vector vec AM to the maximum
acceptable change in £, . This bound on the maximum change
at all wavelengths of all filters will be referred to as the
all-wavelength bound. This bound presents a more accurate
bound, since errors at all wavelengths are considered. On the
other hand, it does not provide any information about which
wavelengths are more or less sensitive to fabrication errors.

In order to relate the change in g to the 2-norm or Euclidean
norm of the error vector, observe the following [1]:

1 (vec AM)TH vec dAM < 1|[vec AM|*Apax

where Ap.x is the largest eigenvalue of 7, and ||.|| denotes
the 2-norm or the Euclidean norm. This implies that

6g <y
if the fabrication error AM is such that

2y
max \;
T

[[vec AM]|| <

def

= w3 12)

where w3 is defined as the Euclidean-norm bound. The bound
~ is achieved when vec AM is an eigenvector of H corre-
sponding to the largest eigenvalue.

It is possible to relate the single-wavelength and the all-
wavelength bounds as follows. Suppose é¢g is the allowed
change in E,, or in the data-independent measure 1. Then,
from (10) and (11) (using p = € = 8g)
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as expected. The allowable error at a single wavelength
(represented by the single-wavelength bound wy) should be
larger than the allowable error at all wavelengths (represented
by the all-wavelength bound w) for a fixed change in E,,.

To relate the single-wavelength and all-wavelength bounds
with the Euclidean-norm bound, consider the following. Sup-
pose &g is the allowed change in £,,. Then, from (10) and
(12) (where ¢ = v = 6g)

It is not possible to assign an ordering to these bounds without
knowing the values of A, and Hgx, unless the matrix H
is diagonal. If H is diagonal, the values of Hy; are the
eigenvalues of H, and wy(k) > ws.

From (11) and (12) (where p = v = ég),

A max
rN rN

> Il

i=1 j=1

Wwo = w3.

As Hi is nonnegative, and the trace of a matrix is the
sum of its eigenvalues, ws < ws. Thus, the all-wavelength
bound is smaller than both the single-wavelength bound and
the Euclidean-norm bound.

IV. EXPERIMENTAL RESULTS

The filters in [7] were designed for scanner characteristics
1 and 2, H of (3) shown in Figs. 1 and 3 of [7], respec-
tively. The second-order approximation to £,  is tested on
the trimmed single-Gaussian filters for illuminant 1 and the
trimmed double-Gaussian filters for illuminant 2 reported in
[7]. Errors were estimated and computed for a set of filters
that were obtained from Barr Associates, a filter manufacturer,
as estimates of closest manufacturable interference filters in
response to filter designs provided by the authors and reported
in [6] and [7]. Errors were also estimated and computed for
filters with randomly generated errors.

The single-wavelength bounds [inequality (10)] are tested
for a change in E,, of 0.005. The all-wavelength bound
[inequality (11)] is calculated for a change in value of 1 in
E,,. The bound is tested on simulated filter sets. The filter
sets are generated by the addition of a random sequence lying
within the bound.

All errors were computed for simulated scanning of a 64-
data-point subset of the set of Munsell color chips [8] followed
by data correction [5]. The white point used for the data set
was the white sample of the Munsell set. As the CIE matching
functions are the defining standards for the purpose of color
scanning, it is of interest to compare the sensitivity of the
designed filters to that of the CIE matching functions. The
comparison indicates that the designed filters are no more
sensitive than the CIE functions themselves.
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TABLE |
PREDICTED AND ACTUAL VALUES OF Esq: FABRICATION ERRORS
Set | Original | Predicted | Actual | |jvec AM]|?
Error Error Error
Equation (9)
1 0.1001 1.0486 1.2366 0.0440
0.0322 0.4063 0.4088 0.0324
TABLE 1l
PREDICTED AND ACTUAL VALUES OFEs;: SIMULATED ERRORS
Set | Original | Predicted | Actual | [jvec AM]J?
Error Error Error
Equation (9)
1 0.1001 0.2072 0.2717 0.0146
1 0.1001 0.3012 0.3398 0.0208
1 0.1001 0.1631 0.1936 0.0097
2 | 0.0322 0.3970 0.4201 0.0818
2 | 0.0322 0.2130 0.2249 0.0106
2 | 0.0322 0.1912 0.2024 0.0170

A. The Second-Order Approximation

The trimmed single-Gaussian filters for illuminant 1 are
denoted filter set 1. The trimmed sum-of-Gaussian filters for
illuminant 2 are denoted filter set 2. The CIE matching func-
tions under uniform illumination, normalized to a maximum
value of unity to facilitate comparison with realizable filter
transmissivities, are denoted filter set 3.

Consider the value of AM defined by the difference be-
tween the filter sets 1 and 2 and their respective realizable
filters that Barr Associates can manufacture, which are pre-
sented in [7]. Using this vector AM, (9) is used to predict
the change in E,,. This prediction is compared to the actual
computed change in Table 1. The bound of £, calculated from
the Euclidean norm of vec AM is 7.0 for filter set 1 and 28.28
for filter set 2. This bound is much larger than the actual error
and does not prove to be valuable in assessing changes in the
AE, error. The original error in the table refers to the £,
of the unperturbed filters (,/E,, is RMS of Table V of [7]).

As the generation of realizable sets involves the use of
proprietary computer modeling programs, it is not possible to
generate a large number of realizable filters to test the second-
order approximation. In order to further test the approximation,
sets were generated by the addition of white Gaussian noise
with a variance corresponding to the variation observed in
the realizable filters. Table 1l lists typical predicted and actual
errors for the trimmed filter sets 1 and 2, and randomly
generated actual filter sets. The results tabulated in Tables
I and Il indicate that the second differential provides a fair
estimate of the effect of fabrication error on E,. The estimate
is slightly lower than the actual values. The reason for the
discrepancy is that the higher-order derivatives contribute a
nonnegligible amount of the change or that the norm of the
error vector is not small enough.

B. Single-Wavelength Bounds

Single-wavelength bounds calculated from (10) for ¢ =
0.005 are plotted as a function of wavelength in Figs. 1-6 for
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Fig. 1. Single-wavelength bounds for blue filter of trimmed single Gaussian
model and illuminant 1, e = 0.005. - - - upper and lower bounds, __ trimmed
filter.
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Fig. 2. Single-wavelength bounds for green filter of trimmed single Gaussian
model and illuminant 1, e = 0.005. - - - upper and lower bounds, __ trimmed
filter.

filter sets 1 and 3. The dotted lines indicate the bounds, and
the solid line indicates the designed filter in all plots. Table Il
lists the maximum and minimum value of the perturbations
plotted for each of the designed filter sets. The filters and
the wavelengths at which the respective errors may occur are
also listed. This allows comparison of the sensitivities of the
two sets of filters. The values of the maximum and minimum
allowable perturbations are similar for the two sets of filters,
which implies similar sensitivities.

Notice that the minimum allowable error at a single wave-
length is higher for the single-Gaussian design than for the
CIE matching functions. Further, the sum-of-Gaussian design
allows a very large maximum value of fabrication error as
compared to that allowed by the CIE matching functions.
This indicates that the single-Gaussian and sum-of-Gaussian
designs are not unduly sensitive.

To test the validity of the single-wavelength bounds, the
trimmed filter sets were perturbed at exactly one wavelength
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Fig. 3. Single-wavelength bounds for red filter of trimmed single Gaussian
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Fig. 5. Single-wavelength bounds for green filter of the CIE functions under
a uniform illuminant, e = 0.005. - - - upper and lower bounds, __ CIE function.
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Fig. 6. Single-wavelength bounds for red filter of the CIE functions under a
uniform illuminant, e = 0.005. - - - upper and lower bounds, __ CIE function.

TABLE Il
MAXiMUM AND MINIMUM VALUES OF THE
SINGLE-WAVELENGTH BOUND FOR € = 0.005

FILTER TRANSMISSIVITIES
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Fig. 7. All-wavelength bound for trimmed blue filter of single Gaussian
model and illuminant 1, p = 1. - . - upper and lower bounds, __ trimmed filter

TABLE IV
COMPARISON BETWEEN ERRORS OF ORIGINAL DESIGN AND
PERTURBED DESIGN FOR A PREDICTED CHANGE OF 1 IN Ej

by an amount equal to the single-wavelength bound at that
wavelength, corresponding to a change of 0.005. The value
of E,, for the perturbed filter set was calculated. This was
done for each wavelength and each filter set. The largest value
of E,, on perturbation for filter set 1 was 0.1255, which is
slightly larger than the bound for this set, which is 0.1051.
This error occurred at wavelength 400 nm in the blue filter.
The largest value for filter set 2 was 0.0502 at 700 nm, for the
red filter, for a bound of 0.0372. For filter set 3, the largest
value was 0.0054 for a bound of 0.005, at 440 nm for the
red filter.

There were many wavelengths in each filter where the value
of E,, was larger than the bound. In some of these cases,
the norm of the vector vec AM was large enough to indicate
that the Taylor series approximation of the second order was
insufficient. In cases where the norm is not particularly high,
it is suspected that the values of the higher derivatives are
large enough at these points to make a second-order Taylor
approximation invalid. In any case, an approximation that is
within 25% of the bound is still quite useful.

C. All-Wavelength Bound

The all-wavelength bounds indicated by (11) are calculated
for a maximum allowable change of 1 in E,,. A representative
plot is presented in Fig. 7. Table IV lists the error measures for
the original designs and the corresponding designs perturbed
within the bounds. The mean square AFE,, error, E,,, is

N : v B | Set| v | B | B | RMS M5 | PMS | wy [loec AM 2
Set _ Perturbation | Filter | Wavelength in nm. 1| Griginal | 0.9508 | 0.37 | 067 | 0.82 010 0.00 [0 o
1 | Minimum 0.0174 Green 430 | Porturbed | 0.0484 | 0.71 | 2.6 | 0.91 T 0.83 | 1.10 | 0.010 |  0.0093
Maximum 0.3538 Blue 410 | 2 | Orviginal | 0.9918 [ 0.12) 0.73 | 0.18 1 0.03 | 0.03 | 0 0
9 Minimum 0.0045 Red 500 ‘ Per?ulrbcd 0.9589 | 0.66 | 3.43 | 0.93 | 0.86 | 1.03 | 0.007 0.0046
: = 3 Original 1.0 ] 0 0 0 0 0 0
Maximum 7.4102 Green 680 Perturbed | 0.9993 | 0.57 | 2.09 | 0.81 | 0.65] 1.0 | 0.008 ] 0.0059
3 | Minimum 0.0123 Blue 700
Maximum 0.2031 Blue 460

denoted MS. The predicted value of E,, (the bound corre-
sponding to the perturbation) is denoted PMS. The calculated
all-wavelength bound is denoted w,. Note that the bounds
plotted represent the same fabrication error at each wavelength,
though at some points it appears as though the bounds are
unequal because of different values of slopes in the graphs.
Recall that the all-wavelength bound does not signify an error
bound that is necessarily tight.

The realizable filters for filter set 1 indicate a maximum
manufacturing error of value 0.06 with respect to the trimmed
filters. The filters that can be used to match filter set 2
also indicate a maximum manufacturing error of 0.06. This
value is much higher than the all-wavelength bound for a
change of value 1 in E,,. It is noted in [7], however, that
the changes in the perceptual error and in the measure due
to the fabrication error are negligible. The realizable filters
perform well. This is not surprising, since the bounds represent
worst-case situations.

All the computations of the bounds indicate that the de-
signed filters are highly sensitive because the allowable filter
errors computed are far smaller than real fabrication errors.
The experiments also indicate that the designed filters are
not any more sensitive than the CIE matching functions.
Given that the cone sensitivities vary considerably among
individuals [3], [4], small variations in scanning filters may
be acceptable if visual output is the final criterion, because
the human color sensors vary considerably themselves. On the
other hand, if quantitative color as measured by an electro-
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optical instrument is the final criterion, the small variations
may make a difference.

V. CONCLUSIONS

The sensitivity of color scanning filters to fabrication errors
was studied. The degradation in performance of the filter sets
was approximated by the second-order term of the Taylor
series expansion of the optimization criteria used to design
the filters. The approximation provided estimates of error
sensitivity as a function of wavelength. The approximation
was used to obtain bounds on allowable filter fabrication
errors given maximum acceptable changes in the optimization
criterion. Experiments were performed to check the accuracy
of the analysis with E,, as the optimization criterion. The
experiments demonstrated that the bounds thus obtained were
reasonable indicators of the performance degradation. The
experiments also indicated that the designed filters were highly
sensitive to fabrication errors. The fact that the CIE matching
functions displayed similar sensitivities to fabrication error
implied that the sensitivity could be characteristic of the
scanning process.
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