31 March, 2017

Letter of Comment on Discussion of Audit Requirement in Senate Bill 0406

Dear Chair Kaiser, Subcommittee Chair Washington, and Members of the Election Law Subcommittee,

We are a group of election integrity experts who have collectively been involved in dozens of election audits in dozens of jurisdictions. We are writing to provide expert perspective on some of the issues brought up during the discussion on 30 March 2017 regarding the automated software audit of ballot images proposed in Senate Bill 0406.

The ability of humans to count: The fact that humans make errors while counting was presented in support of automated audits. While humans do make errors, these errors tend to be small and to cancel. That is, they do not, in general, build up systematically for or against any particular candidate. On the other hand, machine count errors can be very systematic. For example, a machine may not recognize all marks of a certain darkness level or on a particular part of the page. Or, as noticed in Maryland in 2016, the scanner may insert marks in the image, then interpret them as votes for multiple candidates, and ignore the original vote because the ballot is interpreted as an over voted ballot.

Systematic errors—whether due to uncalibrated or faulty technology, or with specific intent to change an election outcome—can result in changing a large number of votes. These changes can be biased against or towards a specific candidate, if, for example, they are focused in a particular precinct. A best approach—to harness the ability of machines to count accurately, while checking them to ensure the absence of systematic errors—is to have an automated count with a manual audit by humans. Note that a well-designed audit typically examines only a small number of ballots unless the margin is close or the election outcome is incorrect; it is misleading to compare the burden of an audit to the burden of a complete hand count.

Pre-election hand-to-eye tests: Such tests can provide information on the tested scanners and their calibration and may help improve their performance. They cannot, however, provide reliable information on the fidelity of the ballot images before the ballots are voted or scanned.

The voting system software checks itself: In response to a question about how one would know that the ballot images represented the paper ballots, it was said that the software checks that the ballot images match the paper copy. This statement is difficult to understand.
The software cannot “see” the paper ballots, except through the same scanner lens (and software) that takes the ballot images. So, does the scanner take a second image? We are not aware of code in op-
scan voting systems that compares two such images. Further, if there were a problem in the scanner lens or image capture technology, how would the software see the ballot except through this faulty mechanism? Further, what does it mean for a system to audit itself? The proposed automated software audit falls far short of basic safeguards and best practice as recommended by, for example, the Presidential Commission on Election Administration\(^1\) and the League of Women Voters\(^2\).

Because the audit has as its basis unverified images provided by the system that is itself to be audited, it is not independent, even if conducted by a third party. Because the audit cannot detect manipulation, passing such an audit does not necessarily mean the results are correct. Because it is a software audit, it is not at all transparent.

Given that there is much to consider before determining how to carry out a robust audit, the strong opposition to the proposed audit among experts\(^3\), and the importance of independent, public, and transparent audits to trustworthy and fair elections, we repeat our strong recommendation that the Maryland Legislature hold full hearings and perform a complete analysis on the risks, costs, and alternatives before passing audit legislation that is inadequate to ensure election integrity.

---

\(^1\)https://law.stanford.edu/sites/default/files/publication/466754/doc/sls
data/public/Amer%20Voting%20Exper-final%20draft%2001-04-14-1.pdf


\(^3\)http://www2.seas.gwu.edu/~poorvi/MarylandAudits/
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