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Abstract

Benes networks have the potential for balanced traffic, fewer conflicts, and can route any permutation in one pass due to their multiplicity of paths. Omega networks, on the other hand, have fast set-up and low hardware cost, but could take more than one pass to route a permutation. This paper introduces a new class of networks referred to as r-truncated Benes, which is a Benes network with r randomization stages eliminated. Using randomized routing, we will show that r-truncated Benes networks is an excellent trade-off between Omega and Benes networks. In particular, it will be shown that the 1-truncated Benes network outperforms Omega and is also superior to Benes and other truncated Benes networks in cost and performance.

1. INTRODUCTION

The study of interconnection networks has become one of the most popular research areas in parallel processing, as communications overhead is one of the most important factors affecting the performance of parallel computer systems. Multistage interconnection networks (MINSs) [6,4,16] can be divided into three classes: blocking, nonblocking, and rearrangeable networks [5]. In blocking networks, simultaneous connections of more than one terminal pair, input and output, may result in conflicts over communication links. Examples of blocking networks are Omega[7] and baseline networks. Nonblocking networks, such as certain Clos [3] networks, can handle all possible one-to-one connections without conflict. A network is rearrangeable if it can perform all possible connections between inputs and outputs by rearranging its existing connections so that a connection path for a new input-output pair can be established. Benes network is a well-known network that belongs to this class [2]. There are two main disadvantages of Benes/Clos networks namely, high hardware cost and slow routing speed. Although Benes/Clos networks have received less attention due to their disadvantages, recent advances in technology and routing techniques have largely eliminated those disadvantages, thus making Benes/Clos networks competitive alternatives worthy of further study. Specifically, large crossbar switches can be built affordably due to the advances in VLSI technology. An implementation of optical Clos network has been recently reported by Lin, Krie, and Walkup [11]. In routing, a recent study by Youssef [18] has developed efficient universal randomized self-routing algorithms for Clos networks.

The two main disadvantages of the Clos/Benes networks have been several other parallel algorithms were developed that take less time. Lee developed a Benes control algorithm that takes O(N) parallel time, which is still slow [8]. Nassimi and Sahni came up with a self-routing parallel algorithm for fast set-up in switches that takes O(logN) time; however, the algorithm does not work for all permutations [13]. Lenfant followed another approach that restricts the algorithm to a set of frequently used bijections. Hence the algorithm still does not realize all classes of permutation [9]. Lev, Pippenger, and Valiant implemented an algorithm that takes O(N log^2 N) serial time for one processor and O(log^2 N) parallel time [10]. Later, Nassimi and Sahni developed another parallel routing algorithm for Benes networks. The algorithm routes Lenfant class of permutations and takes O(log^2 N), and does realize all permutations. Youssef and Ardon introduced a new approach for fast routing control. The algorithm self-routes several classes of frequently used permutations, and takes O(log^2 N) time to route arbitrary permutations on Benes-Clos networks [17]. Raghavendra and Boppanna developed a self-routing algorithm for self-routing the linear class of permutations, but does not realize all permutations [15]. Mitra and Cieslak [12] introduced a randomized routing scheme on extended Omega networks. Their algorithm, however, uses single randomization and in this paper we use multiple randomization on r-truncated Benes networks. Omega networks are more frequently used due to their fast routing and low hardware cost. Those networks, however, are blocking and therefore could take more than one pass (which means longer delay) in routing a permutation.
This is mainly due to their single path property, which leaves no room for randomization. On the other hand, Benes networks realize all permutations in a single pass. Benes networks[2], however, have more stages than Omega networks[7]. This has given rise to having multiple paths between any pair of nodes in a Benes network, which allows randomization. On the other hand, the increased number of stages caused Benes networks to have longer routing delay and more hardware cost than Omega networks. Due to those conflicting properties, cost of hardware and the ability of randomization, we are motivated to study a new network. This network, which is called here the r-truncated Benes network, is a trade-off between Omega and Benes networks.

Our performance evaluation shows that with only one stage of randomization, an r-truncated Benes network, with r = 1, is superior to comparable Omega networks.

The rest of the paper is organized as follows. The next section gives a brief overview of r-truncated Benes networks. Section 3 will discuss the routing algorithm used on r-truncated Benes networks. Section 4 will present the details of the performance analysis. Section 5 contains the conclusions and some ideas for future work.

2. OVERVIEW OF R-TRUNCATED BENES NETWORK

A Benes network, $B(q,n)$, has $N (= q^n)$ inputs and $N$ output terminals, and consists of $2n-1$ stages of $Nq$ crossbar switches each, where each switch is size $q \times q$ crossbar. Such network can be defined recursively. For $n = 1$, $B(q,1)$ is a single $q \times q$ crossbar. For $n \geq 2$, the recursive structure is shown in Figure 1 specifically, the middle stage consists of $q$ copies of $B(q,n-1)$ numbered $0,1,...,q-1$ from top to bottom; the first stage connects the $i$th output port of the $j$th switch (in the first column) to the $j$th input of the $i$th $B(q,n-1)$ of the middle stage; and the last stage is the mirror image of the first stage. The stages are numbered from 1 to $2n-1$ from left to right.

In this paper a high-performance routing algorithm for r-truncated Benes networks is developed through randomized self-routing algorithms. In this randomized approach, switches that are in stages from 1 to $n-1$ are set randomly. On the other hand, switches that are in the stages $n$ through $2n-1$ of the network are set according to a self-routing mechanism using the destination address. It is known that after a message crosses the first $n-1$ stages, the message can be self-routed using the destination address. This can be illustrated by considering a three stage Benes network $B(q,2)$ where the input or output $y$ of a switch $x$ in any stage has a global label $[xy]$.  

![Benes Network B(q, n)](image-url)
Suppose that a message is to be sent from output port \( xy \) in the first stage, to the output terminal \( x'y' \) in the last stage. The message first enters the input port \( yx \) in the middle stage, then, using the digit \( x' \) of the destination address \( x'y' \), the message exits through output port \( y'x' \) in the middle stage. Afterwards, it enters the input port \( x'y' \) of the last stage and then using digit \( y' \) of the destination address \( x'y' \), it reaches output port \( x'y' \) of the last stage, which is the desired destination. Consequently, to go from any input terminal \([vu]\) of \( B(q,2) \) to any output terminal \( x'y' \), we can select a digit \( z', 0 \leq z' \leq q-1 \), and form the control tag \( z'x'y' \) to find a path from \([vu]\) to \( x'y' \) in \( B(q,2) \) [17]. The same is applied generally to any number of stages in \( B(q,n) \). To go from a source \( s \) to a destination \( d \), \( s \) forms a control tag \( c_1c_2...c_{n-1} \) where the part \( c_1c_2...c_{n-1} \) is selected uniformly randomly and is called the \( randprt \), and the part \( c nc_{n+1}...c_{2n-1} \) is the destination address \( d \) in \( q \)-ary, and is called the \( fixedprt \). Every \( c_i \) is a \( q \)-ary digit and is used by stage \( i \) to exit the paths through output port \( c_i \) of the appropriate switch.

A truncated Benes network is derived mainly from a Benes network and we will refer to it as an \( r \)-truncated Benes \( B(q,n,r) \) network. By deleting the first \( r \) stages of a Benes\((q,n)\), where \( 0 \leq r \leq n-1 \), we obtain the \( r \)-truncated Benes network. When \( r = n-1 \), the network becomes Omega, and when \( r = 0 \), the network is a Benes network. Thus, in a 5-stage Benes network \( B(2,3) \), with a 2x2 switch size, the first two stages are for randomization.

3. RANDOMIZED ROUTING ON R-TRUNCATED BENES
Multiple randomized circuit-switched routing is used with different values of $r$ (number of stages to be truncated) to determine the optimal value of $r$. In this randomization approach, switches that are in stages $1$ to $n-1-r$ are set randomly and $r$ is any value $0 \leq r \leq n-1$. The number of stages for randomization in an $r$-truncated Benes network is $n-1-r$ as opposed to $n-1$ stages in a Benes network. On the other hand, switches that are in the remaining stages of the network are set according to a self-routing mechanism using the destination address. In multiple randomization, new output ports are selected randomly for the stages $1 \leq \text{stage} \leq n-1$ for each message after each failed attempt to send the message due to a conflict. Randomized routing is performed on SIMD routing (permutations) for different values of $r$.

4. PERFORMANCE EVALUATION

The following parameters are used in the simulation:

- $N =$ machine size (number of input/output processors)
- $L =$ length of the message (in flits)
- $M =$ message size (in bits)
- $p =$ number of pins on each side of a switch
- $q =$ number of ports on each side of a switch ($q \times q$ is the logical switch size)
- $W =$ width of the channel (i.e., number of wires per channel, where each wire holds one bit)

Note that $p = qw$ and $L = M/W = Mq/p$

For practical considerations, we have considered the following values for $p, N,$ and $M$:

- $p = 256$ pins
- $N = 1024$ and $4096$
- $M = 128$ bits for $N = 1024$, and $M = 64$ bits for $N = 4096$.

Accordingly, $L = \frac{q}{2}$ for $N = 1024$, and $L = \frac{q}{4}$ for $N = 4096$. Also recall that $(N = q^n)$

Using this set simulation set up, we study permutation routing using randomized routing on $r$-truncated Benes networks to determine the optimal value of $r$. This study does not only compare randomized routing on Omega versus Benes, but also quantifies the trade-off and identifies the optimal hybrid.

In the simulation, latencies are measured for several permutations with respect to the different parameter values of $q, n, L$, and $r$. Each permutation is performed using multiple randomized circuit switching. Figures 2 and 3 show the average latencies determined for several different random permutations when $N = 1024$ and $N = 4096$, respectively, as a function of the different values of $r$ (truncated stages) for different networks. With $N = 1024$, the network is capable of having 3-stages, 9-stages, and 19-stages, with different channel width and switch sizes.

From the graph in Figure 2, where the permutations are randomly chosen with $N = 1024$, the following observations are made. The latencies decrease as the number of stages decreases for $r = 0$ to $r = n-2$, and then moves up when $r = n-1$ (corresponding to Omega). For
the 3-stage network, $r$ can be either 0 or 1. The latency is lower when $r = 0$, than when $r = 1$. As mentioned before, when $r = 0$, the network is a Benes network, while with $r = 1$, the network becomes an Omega. In other words, keeping the randomized stage will give better performance in the network. For the 9-stage network, $r$ can have different values from 0 up to 4. The latency has the lowest value when $r = 3$, that is, when having, only one stage for randomization. For the 19-stage network, $r$ ranges from 0 to 9. It is obvious from the graph that the latency decreases as the number of eliminated stages increases ($r$ values). However, the latency has the lowest value when $r = 8$, which corresponds to only one stage for randomization. The optimal design parameter with $N = 1024$ on random permutations is with a 4x4 switch size in a 9-stage network and the optimal $r$ is with $r = 3$. From the graph of figure 4, the following observations are made. In the 3-stage network, $r = 0$ has lower latency than when $r = 1$, which is the Omega. For the 5-stage network, $r = 1$ has the lowest latency, that is, with one stage for randomization. In the 7-stage network, $r = 2$ has the lowest latency, that is lower than the Omega when $r = 3$. In the 11-stage network, $r = 4$ has the lowest latency, which is with one stage of randomization. The optimal design parameter is with an 8x8 switch size of 7-stages, and the optimal value of $r$ is with $r = 2$.

5. CONCLUSIONS

In this paper we introduced and studied a new network called the $r$-truncated Benes network as a trade-off between Benes networks and Omega networks. Simulations results show that with only one stage of randomization, the message delay is even lower than the Omega network and the $r$-truncated network becomes superior to Omega as well as other $r$-truncated Benes for $r > 1$. This is in addition to the multiplicity of paths in the $r$-truncated Benes which can also offer fault tolerance. This demonstrates that the traffic balancing and performance benefit from randomization is fully achieved with one stage of randomization. Adding more stages, simply increases the latency without losing any additional performance benefits. Therefore, it is highly recommended that high-performance. It was also observed that when using random permutations for 1024 processors, the 4x4 switch size is optimal, and for 4096 processors, the 8x8 switch size is optimal. Randomized routing has also been used on $r$-truncated Benes networks using uniform MIMD traffic, and our preliminary results show that Omega performs better than Benes and $r$-truncated Benes network. That is due to the fact that the network traffic is already uniform and randomization will be of no use in this case (as randomization provides natural traffic load balancing). It is anticipated, however, that when using non-uniform MIMD traffic, $r$-truncated Benes network will perform better than Omega.
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